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We report a surface hopping approach for modeling the full time- and frequency-resolved differential absorbance spectra (beyond the inhomogenous limit) obtained in ultrafast pump-probe experiments. In our approach, we combine dynamical information obtained from ensembles of classical trajectories propagated on the ground and on the excited potential energy surfaces to directly calculate optical response functions and hence spectral lineshapes. We demonstrate that our method is exact for the model problem of two shifted harmonic potentials with identical harmonic frequencies in the absence of electronic relaxation. We then consider a model three state system with electronic relaxation and show that our method is able to capture the effects of nonadiabatic excited state dynamics on the time-dependent differential absorbance spectra. Furthermore, by comparing our spectra against those spectra calculated with either an (1) inhomogenous expression, (2) ground-state Kubo theory, or (3) excited-state Kubo theory, we show that including dynamical information from both the ground and excited potential energy surfaces significantly improves the reliability of the semiclassical approximations. As such, our surface hopping method should find immediate use in modeling the time-dependent differential absorbance spectra of ultrafast pump-probe experiments. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4897258]

I. INTRODUCTION

With the advent of femtosecond laser pulses, nonlinear spectroscopy has become a powerful experimental tool for probing chemical reactions, photochemistry, energy transfer, and nonadiabatic dynamics in real time.1–11 The interpretation and theoretical modeling of these experiments often begins with the application of perturbation theory to the field-matter interactions, leading to an expansion of the optical response of the molecular system in orders of the applied field.7,8,14–25 Although nonperturbative approaches have been reported.16,26,27 In particular, outside of anisotropic systems, nonlinear spectroscopy is dominated by third-order processes in which the system experiences three interactions with the applied electromagnetic fields.7,8

Pump-probe experiments represent an important subset of nonlinear spectroscopy. In these experiments, the system is first subjected to a pump pulse that creates a wave packet on an excited potential energy surface (PES). After a delay time (t0), during which the wave packet evolves on the excited PES, the wave packet is interrogated by a probe pulse. By varying the time delay between the femtosecond laser pulses, the dynamics of the wave packet can be monitored in real time.7,8 In some pump-probe experiments, the experimental signal can be well approximated by averaging the vertical energy gap over an ensemble of trajectories, with the contribution from each trajectory weighted by the square of the transition dipole moment matrix element.28–32 In the language of Kubo theory,24 this represents the so-called inhomogeneous part of the spectrum, which will be valid when the energy gap fluctuates slowly relative to nuclear relaxation. This approximation should apply, for example, in the case of time-resolved photoelectron spectroscopy, where a probe pulse ionizes the molecule and the distribution of kinetic energies of the ejected electron are observed as a function of the delay time.34–36

More generally, without the electronic dissipation present in a photoemission experiment, the output of a pump-probe experiment can be related to a coherence created by the probe pulse that is dependent on the time-delay between the pulses. This coherence is associated with a time-dependent polarization in the sample that radiates an optical signal which can be measured with both time- and frequency-resolution.7,14,15,37,38

In this study, we will focus on the standard time-dependent differential absorbance spectra associated with ultrafast pump-probe experiments, where all states are electronically bound. To be more concrete, consider a two-electronic state system described by the Hamiltonian \( \hat{H} = [g] \hat{H}_g [g] + [e] \hat{H}_e [e] \), where \( \hat{H}_g \) and \( \hat{H}_e \) are the nuclear Hamiltonians associated with the ground and excited electronic states, respectively. These electronic states are coupled through the transition dipole moment operator \( \hat{\mu} = [e] \mu_{eg} (g) + [g] \mu_{ge} (e) \), which we will assume to be position independent following the Condon approximation. We work in the limit of ultrashort pump and probe pulses so that each is approximated as a \( \delta \)-function in time, with the pump and probe pulses incident at \( t = 0 \) and \( t = t_0 \), respectively. Specifically, the pump and probe pulses have the forms \( E_{\text{pump}}(t) = E_{\text{pump}} \delta(t) \) and \( E_{\text{probe}}(t) = E_{\text{probe}} \delta(t - t_0) \), where we have assumed that the pulses have parallel polarization. Finally, we will neglect the vectorial nature of the light-matter interaction throughout this work.

In the limit of ultrashort pump and probe pulses, Mathies and co-workers demonstrated that the nonlinear
optical response function relevant for calculating time-
dependent differential absorbance spectra has the form of a
dipole-dipole correlation function with a non-stationary initial
state. Specifically, for the two-electronic state system introduced
above, the dipole-dipole correlation function associated with the
stimulated emission, which is the dominant contribution to the non-linear signal when the pump pulse is ultrasound, is given by
\[ C_{\mu\nu}(\tau, t_0) = \langle \Psi(1)(t_0) | e^{iH_0 t} \hat{\mu}_{eg} e^{-iH_0 \tau} \hat{\mu}_{eg} | \Psi(1)(t_0) \rangle, \]
where \( \tau = t - t_0 \). The non-stationary initial state in Eq. (1) is
\[ |\Psi(0)(0)\rangle \]
where \(|\Psi(0)(0)\rangle\) is the initial vibrational wave function on
the ground PES. Equation (2) physically represents a wave packet
that was prepared on the excited PES by the pump pulse and
subsequently evolved on the excited PES throughout the delay
time between the pulses. Within the Condon approximation,
\[ C_{\mu\nu}(\tau, t_0) \]
is directly proportional to an electronic coherence between the
ground and excited states, \( \sigma_{eg}(\tau, t_0) \), created by the
probe pulse, so that \( C_{\mu\nu}(\tau, t_0) = |\mu_{eg}|^2 \sigma_{eg}(\tau, t_0) \). This
electronic coherence evolves in time according to the time-
dependent overlap between one wave packet transferred to the
ground PES by the probe pulse, \( e^{-iH_0 \tau} \hat{\mu}_{eg} |\Psi(1)(t_0)\rangle \), and a second wave packet that continues to evolve on the excited
PES, \( \hat{\mu}_{eg} e^{-iH_0 \tau} |\Psi(1)(t_0)\rangle \). It is worth noting that Eqs. (1) and
(2) only describe the differential absorbance of the probe pulse,
i.e., the third-order, nonlinear signal that is generated by the
combined effects of the pump and probe pulses – without any
contribution from the linear absorbance of the probe pulse alone.4,15

Several semiclassical approximations to the quantum
dynamics present in expressions like Eqs. (1) and (2) are
possible. For example, according to the formalism of Kubo, the
electronic coherence of Eq. (1) can be determined using an ensemble of classical trajectories evolved on the ground PES,
\[ \langle \sigma_{eg}(\tau, t_0) \rangle = \left\{ \exp \left[ -i \int_0^\tau d\tau' \left( H_0(\vec{x}^{(g)}(\tau', t_0), \vec{p}^{(g)}(\tau', t_0)) \right. \right. \right. \]
\[ \left. \left. \left. - H_0(\vec{x}^{(e)}(\tau', t_0), \vec{p}^{(e)}(\tau', t_0)) \right) \right) \sigma_{eg}(t_0) \right\}. \]
Here, \( \sigma_{eg}(t_0) = 1/2 \) is the initial value of the electronic
coherece created by the probe pulse and \( \langle \cdot \rangle \) denotes averaging
over an ensemble of classical trajectories that have been
propagated on the excited surface throughout the delay
time to approximate Eq. (2). Physically, the ground-state Kubo
approach relates the time-dependence of the electronic coherence
to the distribution of electronic energy gaps sampled by a
nuclear wave packet evolving on the ground PES with, generally,
non-equilibrium initial conditions determined by the delay
time. Alternatively, the trajectories can also be propagated on the excited PES during the evolution of the electronic
coherece, yielding the excited-state Kubo expression:
\[ \{ \sigma_{eg}(\tau, t_0) \}_0 = \left\{ \exp \left[ -i \int_0^\tau (H_0(\vec{x}^{(e)}(\tau', t_0), \vec{p}^{(e)}(\tau', t_0)) \right. \right. \right. \]
\[ \left. \left. \left. - H_0(\vec{x}^{(e)}(\tau', t_0), \vec{p}^{(e)}(\tau', t_0)) \right) \right) \sigma_{eg}(t_0). \right\} \]
Finally, following the semiclassical analysis of Kapral and
Martens that leads to the Quantum-Classical Liouville Equation,
one finds a third option, namely, that classical trajectories
should be propagated on the mean PES, so that
\[ \{ \sigma_{eg}(\tau, t_0) \}_0 \]
\[ = \left\{ \exp \left[ -i \int_0^\tau (H_0(\vec{x}^{(e)}(\tau', t_0), \vec{p}^{(e)}(\tau', t_0)) \right. \right. \right. \]
\[ \left. \left. \left. - H_0(\vec{x}^{(e)}(\tau', t_0), \vec{p}^{(e)}(\tau', t_0)) \right) \right) \sigma_{eg}(t_0). \right\} \]

Equations (3)–(5) represent three similar (but distinct)
formalisms for calculating spectra. In a recent study, we
developed a fourth semiclassical approximation to the
calculation of electronic coherences:
\[ \{ \sigma_{eg}(\tau, t_0) \}_0 = \left\{ \mu_{eg}^* \sqrt{\sigma_{eg}(\tau, t_0)} \sigma_{eg}(\tau, t_0) \right\}_0 \]
\[ \left\{ \mu_{eg}^* \sqrt{\sigma_{eg}(\tau, t_0)} \sigma_{eg}(\tau, t_0) \right\}_0 \sigma_{eg}(t_0). \right\} \]
where the transition dipole moment is raised to the fourth
power to reflect the combined effects of the pump and
probe pulses. By taking a geometric average of \( \sigma_{eg}(\tau, t_0) \)
and \( \sigma_{eg}(\tau, t_0) \), Eq. (6) includes dynamical information
obtained on both PESs in a balanced way which results in
greater accuracy than either Kubo approach alone. As
shown in Appendix A, Eq. (6) is exact for the model problem
of two shifted harmonic potentials with identical harmonic
frequencies. Moreover, as shown in Appendix B of our previous study on linear absorption spectra, \( \{ \sigma_{eg}(\tau, t_0) \}_0 \sigma_{eg}(\tau, t_0) \) evolves in a manner
consistent with the Quantum-Classical Liouville Equation for
short times. A numerical comparison between spectra calculated
using Eq. (6) and the results of Eqs. (3)–(5) is provided
below for two shifted harmonic potentials with different
harmonic frequencies.

Our major goal in this work is to extend Eq. (6) to systems
in which nonadiabatic excited-state dynamics are
important. In doing so, we will use swarms of mixed quantum-
classical trajectories propagated using Tully’s fewest switches
surface hopping (FSSH) algorithm, which we believe is
an excellent compromise between accuracy and computational
efficiency. We are not the first to develop semiclassical
descriptions of pump-probe spectroscopy that include the
effects of nonadiabatic wave packet dynamics. Indeed, surface hopping approaches have previously been
used to model the inhomogeneous component of pump-
probe signals associated with time-resolved photoelectron
spectroscopy and time-resolved absorption.\textsuperscript{20,31,32,63} FSSH has also recently been used to introduce electronic relaxation during the evolution of electronic populations as part of a larger calculation of two-dimensional electronic spectra.\textsuperscript{25} However, the historical absence of a well-defined FSSH density matrix has prevented the use of FSSH to calculate quantities directly related to electronic coherences, such as dipole-dipole correlation functions and hence time-dependent differential absorbance spectra beyond the inhomogeneous limit. The complication in doing so arose because each trajectory carries both an electronic wave function and an active adiabatic surface so that some electronic information appears to be effectively double counted. Several researchers have attempted to use either the electronic wave function or the active adiabatic surface information to build up an approximate FSSH density matrix, although none of these approaches were fully satisfactory.\textsuperscript{23,64–68}

In a series of recent papers, our group has established the mixed quantum-classical nuclear-electronic density matrix consistent with a swarm of FSSH trajectories.\textsuperscript{59,70} Using this FSSH density matrix, we recently demonstrated that dipole-dipole correlation functions associated with linear absorption can be directly calculated from ensembles of FSSH trajectories propagated on the ground and excited PESs.\textsuperscript{58} In this study, we extend these ideas to model the full time- and frequency-resolved differential absorbance spectra (beyond the inhomogeneous limit) associated with ultrafast pump-probe spectroscopy in systems that exhibit significant nonadiabatic excited state dynamics.

Before concluding this introduction, it is worth emphasizing that the calculation of dipole-dipole correlation functions directly from FSSH trajectories represents a major challenge for two reasons. First, the time-dependence of $C_{\mu \nu}(t)$ reflects details of how wave packets evolving on the ground and excited PESs repeatedly separate and recombine. Nuclear quantum effects associated with wave packet separation and recombination, such as decoherence and recoherence, cannot be fully captured by swarms of non-interacting FSSH trajectories.\textsuperscript{69,71} However, as shown in our previous study on the calculation of linear absorption spectra using FSSH, swarms of FSSH trajectories can sometimes provide a reasonable approximation for recoherences associated with the time dependent overlap of nuclear wave packets moving on different surfaces.\textsuperscript{58} Moreover, a number of extensions to FSSH have been developed that include approximate effects of decoherence, including our group’s AFSSH algorithm.\textsuperscript{69,71–77} Second, in principle, the dynamics underlying $C_{\mu \nu}(t)$ must be stable for long enough periods of time for the dipole-dipole correlation function to decay to zero and, as a result, short-time approximations may not suffice. This is particularly relevant for gas phase systems which do not have environmental interactions with which to damp out the long time oscillations of $C_{\mu \nu}(t)$. As such, the gas phase model systems considered in this study represent a stringent test of the limits of our approach. That being said, we will show below that our methodology is based upon a short-time approximation of wave packet coherences. In practice, this implies that FSSH will be most useful for condensed phase spectroscopy. After all, as originally argued by Heller, modeling the spectral line shapes associated with electronic spectroscopy requires dipole-dipole correlation functions to be evaluated over only short times.\textsuperscript{40}

\section{Theory}

\subsection{A. The semiclassical calculation of time-dependent differential absorbance spectra in the presence of nonadiabatic dynamics}

In this paper, we will focus on systems in which, in the diabatic representation, the transition dipole moment is position independent and couples the ground state (state 1) to a single (bright) excited state (state 2). The bright excited state is vibronically coupled to one or more dark excited states but we will assume that no vibronic coupling exists between the ground and excited states. We will work in the limit of ultrashort pump and probe pulses and focus on the time-dependent differential absorbance spectra associated with stimulated emission. Note that extending the approach developed below to excited-state absorption would only require switching the ground state with any additional excited state(s) encountered during the evolution of the electronic coherence.

Turning to the details of our approach, we first develop a semiclassical approximation for the non-stationary initial conditions in Eq. (1), $|\Phi(0,t_0)\rangle$, in terms of an ensemble of FSSH trajectories. The initial positions and momenta are sampled from the Wigner distribution of the ground vibrational state on the ground PES.\textsuperscript{78,79} Note that the use of the appropriate Wigner distribution to initialize the ensemble of trajectories ensures that the semiclassical and quantum density matrices agree at the start of the calculation; we assume that there is no nuclear-electronic entanglement at $t = 0$. Because the adiabatic, $|\Phi(0)\rangle$, and diabatic, $|\Sigma(0)\rangle$, electronic bases are related by a position-dependent unitary transformation, $U(\vec{x})$, the electronic wave function for the $\ell$th trajectory can be expressed in either basis as

\begin{equation}
\sum_i c_i^{(\ell)} |\Phi_i\rangle = \sum_{ia} U_{ia}^{(\ell)}(\vec{x}(\ell)) c_i^{(\ell)} |\Sigma_a\rangle = \sum_{ia} b_a^{(\ell)} |\Sigma_a\rangle. \tag{7}
\end{equation}

As we are focusing on stimulated emission, only population excited by the pump pulse at $t = 0$ will contribute. Therefore, all trajectories are initialized on the bright state so that $b_2^{(\ell)}(0) = 1$ and $b_{\ell \neq 2}^{(\ell)}(0) = 0$ or, in the adiabatic representation, $c_k^{(\ell)}(0) = U_{2k}(\vec{x}^{(\ell)}(0))$. The active adiabatic potential for the $\ell$th trajectory, $\lambda^{(\ell)}(0)$, is stochastically determined based on the adiabatic probability amplitudes $|c_k^{(\ell)}(0)|^2$. The swarm of mixed quantum-classical trajectories are then propagated using FSSH throughout the delay time from $t = 0$ to $t = t_0$.

Second, we turn to how the mixed quantum-classical trajectories are modified by the probe pulse at $t = t_0$, the overall effect of which is to create an electronic coherence between the ground and bright diabatic states. Incorporating the effects of the pump pulse is a tricky task because one must modify both the electronic wave functions and active adiabatic surfaces consistently. Nevertheless, we believe that there is only one stable way forward. Because the electronic
wave functions have phases that can interfere when averaged over a swarm of trajectories, any attempt to estimate the true electronic coherence from the electronic wave function of a single trajectory can result in large errors. By contrast, the active adiabatic surface of each trajectory represents a positive weight for the population density. Therefore, it is much safer to focus on the active adiabatic surfaces, particularly for long times.\textsuperscript{70, 80, 81} As such, at the moment of the probe pulse, our protocol is to preserve at the moment of the electronic coherence, the trajectories in this second ensemble are all initialized on the ground PES. This ensemble is propagated using FSSH and \( \langle \sigma_{21}^{(\text{adiab, g})}(\tau, t_0) \rangle_0 \) is calculated using Eq. (9). The dipole-dipole correlation function is then determined by combining \( \langle \sigma_{21}^{(\text{adiab, g})}(\tau, t_0) \rangle_0 \) and \( \langle \sigma_{21}^{(\text{adiab, e})}(\tau, t_0) \rangle_0 \) according to

\[
C_{\mu\nu}^{(\text{adiab})}(\tau, t_0) = \frac{\langle \sigma_{21}^{(\text{adiab, g})}(\tau, t_0) \rangle_0 \langle \sigma_{21}^{(\text{adiab, e})}(\tau, t_0) \rangle_0}{|\mu(\text{adiab})|^2},
\]

where \( \sigma_{21}^{(\text{adiab})}(t_0) = 1/2 \) is the initial electronic coherence when the pump and probe pulses are coincident and is included in Eq. (10) to ensure proper normalization. Finally, note that a generalization of Eqs. (9) and (10) that approximately accounts for non-Condor effects in the diabatic representation is presented in Appendix B.

B. A step-by-step algorithm for the calculation of time-dependent differential absorbance spectra using surface hopping

In order to describe our approach as clearly as possible, we provide here a step-by-step algorithm for calculating time-dependent differential absorbance spectra using ensembles of FSSH trajectories. As in Subsection II A, we will assume that, in the diabatic representation, there is a single bright excited state as well as at least one dark excited state. We will label the states such that the ground state is state 1 and the bright diabatic state is state 2.

1. Initialize the nuclear positions and momenta of the mixed quantum-classical trajectories by sampling from the appropriate Wigner distribution on the ground PES (state 1).

2. To simulate the effect of the pump pulse, initialize the electronic wave functions such that all trajectories are initially on the bright diabatic state (state 2). Specifically, the coefficients in the adiabatic representation for the \( \ell \)th trajectory are given by \( e_\ell^g(0) = U_{2g}(\chi^{[\ell]}(0)) \), where \( U(\chi) \) is the unitary transformation matrix relating the adiabatic and diabatic electronic bases. The active adiabatic surface for the \( \ell \)th trajectory at \( t = 0 \), \( \chi^{[\ell]}(0) \), is then stochastically determined based on the values of \( |\epsilon_\ell^g(0)|^2 \).

3. Propagate the ensemble of mixed quantum-classical trajectories using FSSH from \( t = 0 \) to \( t = t_0 \), i.e., over the delay time between the pump and probe pulses.

4. To initialize the electronic coherence created by the probe pulse at \( t = t_0 \), reset the electronic wave functions so that, for the \( \ell \)th trajectory with active adiabatic
surface $\lambda^{[\ell]}(t_0)$, $c_{\lambda}^{[\ell]}(t_0) = 1/\sqrt{2}$, $c_{\lambda}^{[\ell]}(t_0) = 1/\sqrt{2}$, and all other coefficients are set equal to zero. Propagate this ensemble using FSSH and at each time step, calculate $\langle \sigma_{21}^{(\text{diab}, e)}(\tau, t_0) \rangle_{\alpha}$ using Eq. (9).

5. To model the wave packet transferred to the ground adiabatic PES by the probe pulse, create a copy of the ensemble in the previous step at $t = t_0$ with identical electronic wave functions, nuclear positions, and nuclear momenta but with the ground PES as the active adiabatic surface. Propagate this ensemble with FSSH and at each time step, calculate $\langle \sigma_{21}^{(\text{diab}, e)}(\tau, t_0) \rangle_{\alpha}$ using Eq. (9).

6. Calculate the dipole-dipole correlation function at each time step using Eq. (10). Note that in doing so, the sign of $C_{\mu\mu}(\tau + \delta \tau, t_0)$ is determined based on which of the roots of Eq. (6) lie closest in the complex plane to $C_{\mu\mu}(\tau, t_0)$.

III. RESULTS AND DISCUSSION

A. Time-dependent differential absorbance spectra in the absence of electronic relaxation: Two shifted harmonic potentials with different harmonic frequencies

We first consider the model problem of two shifted harmonic potentials with different harmonic frequencies defined by the Hamiltonian

$$
H_g = \frac{p^2}{2m} + \frac{m\omega_g^2 x^2}{2} - \epsilon_0,
$$

$$
H_r = \frac{p^2}{2m} + \frac{m\omega_r^2 (x - d)^2}{2} + \epsilon_0,
$$

with $\hbar \omega_g = 500 \text{ cm}^{-1}$, $\epsilon_0 = 8000 \text{ cm}^{-1}$, and $m = 1728.26$ a.u. The semiclassical calculations were performed using an ensemble of 80,000 trajectories, with 40,000 trajectories propagated on each surface when Eq. (6) was used. The initial positions and momenta were sampled from the ground state harmonic oscillator Wigner distribution associated with the ground PES and the equations of motion were integrated using the fourth-order Runge Kutta algorithm.85 Exact quantum dynamics calculations were performed using the discrete variable representation (DVR) in a sinc-DVR basis with a grid of 4000 evenly spaced points spanning from $-12.0 \text{ a.u.}$ to 12.0 a.u.82 For all of the calculations, a time step of $\delta t = 0.05$ fs was used and the electronic coherences were propagated for $\tau_{\text{max}} = 100$ fs. The time-dependent differential absorbance spectra were calculated from $C_{\mu\mu}(\tau, t_0)$ using

$$
\alpha(\omega, t_0) 
\sim -\frac{8\pi e}{\hbar} \text{Im} \left[ \int_0^{\tau_{\text{max}}} e^{i \omega \tau} \text{Im}[C_{\mu\mu}(\tau, t_0)] \cos \left( \frac{\pi \tau}{2 \tau_{\text{max}}} \right) d\tau \right].
$$

where the factor $\cos((\pi \tau/2\tau_{\text{max}})$ was used to reduce the presence of spurious Gibbs oscillations by forcing the integrand to smoothly go to zero at the final time included in the dynamics.85 Equation (12) was evaluated on a frequency grid containing 3600 evenly spaced points from 2000 cm$^{-1}$ to 14,000 cm$^{-1}$. Finally, when Eq. (6) was used, the sign of $C_{\mu\mu}(\tau + \delta \tau, t_0)$ was determined based on which of the roots of Eq. (6) lay closest in the complex plane to $C_{\mu\mu}(\tau, t_0)$.

The time-dependent differential absorbance spectra of the shifted harmonic potentials model with $d = 1.0$ a.u. calculated using Eq. (6) are shown in Figure 1 as the dashed red lines and compared to the results of numerically exact quantum dynamics (solid black lines) and the alternative semiclassical approximations given in Eqs. (3)–(5) (blue dotted lines). Focusing first on the $\omega_g = 0.9\omega_g$ data, the results of semiclassical calculations performed using Eq. (6) are in excellent agreement with the exact spectra and comparable to performing the dynamics on the mean PES, Eq. (5). In contrast, both Kubo approaches, Eqs. (3) and (4), yield qualitatively incorrect spectral line shapes. When the harmonic frequency of the excited PES is reduced to $\omega_g = 0.5\omega_g$, the agreement between the exact spectra and the semiclassical spectra calculated using Eq. (6) is less good. Nevertheless, our approach is able to capture the overall evolution of the spectral line shape with increasing $t_0$ and is comparable to performing the dynamics on the mean PES. Moreover, the spectra calculated using Eq. (6) are in significantly better agreement with the exact spectra than the ground-state Kubo spectra. That being said, in this case, the excited-state Kubo spectra are in only slightly worse agreement with the exact spectra than the results of Eq. (6).

The effect of increasing the shift between the harmonic potentials to $d = 2.0$ a.u. on the time-dependent differential absorbance spectra and the accuracy of the semiclassical approximations is shown in Figure 2. When $\omega_g = 0.9\omega_g$, Eq. (6) is found to capture the overall evolution of the spectral line shapes with increasing delay time as well as some of the underlying vibrational structure, although some deviations with the exact spectra are present. For this case, performing the dynamics on the mean PES is slightly more successful at capturing the vibrational structure in the spectra. Finally, for this larger shift ($d = 2.0$ a.u.) between the PESs, the results of both Kubo approaches are in much better agreement with the exact spectra than for the smaller shift ($d = 1.0$ a.u.). (Note that this result is consistent with observations made in our previous study involving linear absorption spectra.85) Nevertheless, we emphasize that Eq. (6) still outperforms ground-state Kubo and Eq. (6) is also still in somewhat better agreement with the exact spectra than the excited-state Kubo spectra.85

Finally, we turn to the data with $\omega_g = 0.5\omega_g$ and $d = 2.0$ a.u. On the right-hand side of Figure 2, we see that the spectra calculated using Eq. (6) display the same overall spectral line shapes and dependence on $t_0$ as is found in the exact spectra, although our semiclassical approach cannot fully resolve the vibrational structure. Performing the dynamics on the mean PES results in spectra that are comparable to our approach. The ground-state Kubo spectra display qualitative errors but the excited state Kubo spectra are in only slightly worse agreement with the exact spectra than the results calculated using Eq. (6). A more complete comparison of the performance of the different semiclassical approximations for this model system can be found in Figures S1–S4 in the supplementary material.85
FIG. 1. A comparison between the time-dependent differential absorbance spectra of the shifted harmonic potentials model of Eq. (11) with $d = 1.0$ a.u. and $\omega_e = 0.9\omega_g$ or $\omega_e = 0.5\omega_g$. The spectra are calculated using numerically exact quantum dynamics (solid black lines), semiclassically using Eq. (6) (dashed red lines), and semiclassically using the specified alternative approximation (dotted blue lines).

B. The time-dependent differential absorbance spectra with electronic relaxation: A three state model

We now consider a three state model defined by the diabatic potentials:

\[
\begin{align*}
V_1(x) &= D_e (1 - \exp(-\gamma x))^2, \\
V_2(x) &= D_e (1 - \exp(-\gamma(x - d)))^2 + \epsilon_0, \\
V_3(x) &= 1.1D_e + \hbar\omega \exp(-4\gamma(x - d_2)),
\end{align*}
\]  

(13)

where $D_e = (\hbar\omega)/(4\alpha_{an})$, $\gamma = \sqrt{2m\omega\alpha_{an}/\hbar}$, $m$ is the mass, $\omega$ is the harmonic frequency, $d_2 = 2 + d$, and the anharmonicity parameter $\alpha_{an}$ is defined such that the $v$th vibrational eigenstate has energy,

\[E_v = \hbar\omega \left(v + \frac{1}{2}\right) - \alpha_{an}\hbar\omega \left(v + \frac{1}{2}\right)^2.\]  

(14)

The specific parameters used in this study are $m = 1728.26$ a.u., $\hbar\omega = 500$ cm$^{-1}$, $\epsilon_0 = 16000$ cm$^{-1}$, and $\alpha_{an} = 0.01$. Note that with this choice of parameters, the Morse potentials support 49 bound vibrational states. The two excited diabatic states are coupled by a constant diabatic coupling, $V_{23}$, while no such coupling exists between either excited state and the ground state, $V_{12} = V_{13} = 0$. In the diabatic representation,
FIG. 2. A comparison between the time-dependent differential absorbance spectra of the shifted harmonic potentials model of Eq. (11) with $d = 2.0$ a.u. and $\omega_e = 0.9 \omega_g$ or $\omega_e = 0.5 \omega_g$. The spectra are calculated using numerically exact quantum dynamics (solid black lines), semiclassically using Eq. (6) (dashed red lines), and semiclassically using the specified alternative approximation (dotted blue lines).

In a moment, we will provide the results of applying our semiclassical ansatz (Eqs. (9) and (10)) to this three state model. As a means of evaluating our approximations, we have also considered three other distinct semiclassical approximations that differ from each other and from the approach developed in this study only in how the electronic coherence is described; unless specified otherwise, all semiclassical approaches used FSSH to propagate the excited populations throughout the delay time. In the first of these, the ground-state Kubo approach, the trajectories are vertically shifted onto the ground PES at $t = t_0$ and propagated on this surface throughout the calculation of the electronic coherence. In
FIG. 3. Adiabatic PESs of the ground (solid gray line), dissociative excited (solid black line), and bound excited (dashed red line) states of the three state model system considered in this study. Also shown are the adiabatic transition dipole moments coupling the ground state to the dissociative excited state (solid black line) and the ground state to the bound excited state (dashed red line).

doing so, it is important to take into account the fact that the adiabatic transition dipole moment (\(\hat{\mu}_{\text{adiab}}(x)\)) is position dependent due to \(U(x)\) and \(\hat{\mu}_{\text{adiab}}(x)\) couples the ground state to both excited adiabats. As in our previous study,\(^{58}\) we define the ground-state Kubo expression for the dipole-dipole correlation function as

\[
C_{\mu\mu}^{(\text{Kubo}, g)}(\tau, t_0) - \frac{N_{\text{traj}}}{|\hat{\mu}_{21}^{(\text{adiab})}|^4} = \sum_{\ell=1}^{N_{\text{traj}}} U_{22}(x^{(1)}(\tau, t_0)) U_{22}(x^{(1)}(t_0)) \exp \left[ -\frac{i}{\hbar} \int_0^\tau d\tau' (E_2(x^{(1)}(\tau', t_0)) - E_1(x^{(1)}(\tau', t_0))) \right]
\]

\[
+ \sum_{\ell=1}^{N_{\text{traj}}} U_{23}(x^{(1)}(\tau, t_0)) U_{23}(x^{(1)}(t_0)) \exp \left[ -\frac{i}{\hbar} \int_0^\tau d\tau' (E_3(x^{(1)}(\tau', t_0)) - E_1(x^{(1)}(\tau', t_0))) \right],
\]

where \(E_k(x)\) is the \(k\)th adiabatic potential, all trajectories are propagated on the ground adiabatic PES, and we have used the fact that \(U(x)\) is real for this system.

In the second approach, excited-state Kubo, the trajectories remain on the excited adiabats throughout the calculation of the electronic coherence. Specifically, the \(\ell\)th trajectory remains on its active surface at the end of the delay time, \(\lambda^{(\ell)}(t_0)\), and is propagated using purely classical dynamics without allowing for any hops to other adiabatic PESs. The dipole-dipole correlation
function is then calculated using
\[ C_{\mu\nu}^{(\text{Kubo}, \, e)}(\tau, t_0) \frac{N_{\text{traj}}}{|\mu_{21}^{(\text{diab})}|^4} = \sum_{\ell=1}^{N_{\text{traj}}} U_{22}(x^{(\ell)}(\tau, t_0)) U_{22}(x^{(\ell)}(t_0)) \exp \left[ -\frac{i}{\hbar} \int_0^\tau d\tau' \left( E_2(x^{(\ell)}(\tau'), t_0) - E_1(x^{(\ell)}(\tau', t_0)) \right) \right] \delta_{2,\lambda}(\ell) \]
\[ + \sum_{\ell=1}^{N_{\text{traj}}} U_{23}(x^{(\ell)}(\tau, t_0)) U_{23}(x^{(\ell)}(t_0)) \exp \left[ -\frac{i}{\hbar} \int_0^\tau d\tau' \left( E_3(x^{(\ell)}(\tau'), t_0) - E_1(x^{(\ell)}(\tau', t_0)) \right) \right] \delta_{3,\lambda}(\ell). \]

Finally, for the third approach, we consider the inhomogeneous limit of the spectra by constructing a histogram of the instantaneous distribution of energy gaps at each delay time weighted by the adiabatic transition dipole moments.\[ t \leq 6000 \text{ cm}^{-1} \]

Specifically,
\[ \frac{N_{\text{traj}}}{|\mu_{21}^{(\text{diab})}|^4} \frac{c}{\Delta \omega} \langle \alpha^{(\text{inh})}(\omega, t_0) \rangle \]
\[ = \sum_{\ell=1}^{N_{\text{traj}}} \left( |U_{22}(x^{(\ell)}(t_0))|^2 \right) / \left( (\Delta / 2)^2 \delta_{2,\lambda}(\ell) \right) \]
\[ + \sum_{\ell=1}^{N_{\text{traj}}} \left( |U_{23}(x^{(\ell)}(t_0))|^2 \right) / \left( (\Delta / 2)^2 \delta_{3,\lambda}(\ell) \right), \]
where \( \Delta = 250 \text{ cm}^{-1} \) is a parameter used to approximate the lifetime broadening present in the other calculations due to the finite size of \( \tau_{\text{max}} \).

In the semiclassical calculations, we dynamically adjusted the size of the time step in order to ensure accurate integration of the equations of motion. Specifically, if the energy of a trajectory drifted significantly within a single time step, then the integration of the nuclear equations of motion over that time step was repeated using a series of smaller time steps to ensure energy conservation. Additionally, throughout the delay time – as well as when the coherences were evaluated using Eqs. (9) and (10) – we identified \( h\nu_{\text{max}} \) as the magnitude of the largest element of the electronic Hamiltonian matrix in the time-dependent Schrödinger equation. If \( 10^{(\nu_{\text{max}})} < \delta t \) then integration of the electronic Schrödinger equation from \( t \) to \( t + \delta t \) was performed over a series of smaller time steps of length \( 10^{(\nu_{\text{max}})} \). Note that regardless of the size of \( 10^{(\nu_{\text{max}})} \), hopping between electronic states was only considered at the end of the full time step from \( t \) to \( t + \delta t \).

All semiclassical calculations performed in this study used an ensemble of 80 000 trajectories with the initial positions and momenta sampled from the Wigner distribution of the ground vibrational state on the ground PES.\[ t \leq 6000 \text{ cm}^{-1} \]

The vibronic eigenstates required for the numerically exact quantum dynamics calculations were obtained using DVR in a sinc-DVR basis with a grid of 12 000 evenly spaced points spanning from \(-12 \) to 228 a.u. Note that the use of a very large grid was necessary to account for the fact that \( V_3(x) \) is purely repulsive and that no artifacts associated with using a finite grid were observed over the time scales considered in the study. For all calculations, a time step of \( \delta t = 0.05 \text{ fs} \) was used and the electronic coherences were propagated for \( \tau_{\text{max}} = 100 \text{ fs} \). The equations of motion in the semiclassical calculations were integrated using the fourth-order Runge Kutta algorithm.\[ t \leq 6000 \text{ cm}^{-1} \]

Time-dependent differential absorbance spectra calculated using numerically exact quantum dynamics are shown as the solid black curves in Figure 4 for the three state model in the weak diabatic coupling limit \( (V_{23} = 0.0001 \text{ hartree}) \). Note that the range of delay times shown cover two vibrational periods for \( d = 1.0 \text{ a.u.} \) and one vibrational period for \( d = 2.0 \text{ a.u.} \). The presence of excited state dynamics throughout the delay time is shown to have a pronounced impact on the spectral line shape, particularly with the larger value of horizontal shift, \( d = 2.0 \text{ a.u.} \). When \( V_{23} = 0.0001 \text{ hartree}, \) little change to the integrated intensity is evident, indicating that the dissociative dark state has only a minor impact on the excited state dynamics within the first one to two vibrational periods. However, as shown in Figure 5, when the diabatic coupling is increased by at least an order of magnitude to \( V_{23} = 0.001 \text{ hartree} \) for \( d = 1.0 \text{ a.u.} \) and \( V_{23} = 0.002 \text{ hartree} \) for \( d = 2.0 \text{ a.u.} \), the integrated intensity decreases markedly over the range of delay times considered in the study. This indicates that, for these larger diabatic couplings, strong nonadiabatic effects on the excited state dynamics result in a large transfer of population to the dark diabatic state within the first 100–200 fs following the pump pulse.

The results of semiclassical calculations performed using Eqs. (9) and (10) are shown as the dashed red lines in Figures 4 and 5. The underlying adiabatic and diabatic populations and norms of the dipole-dipole correlation functions are compared to the exact results in Figures S7–S9 in the supplementary material.\[ t \leq 6000 \text{ cm}^{-1} \]

We Focus first on the weak diabatic coupling limit. The semiclassical calculations are shown to capture the overall evolution of the spectral envelope with increasing delay time as well as many of the underlying vibra-
FIG. 4. A comparison between the time-dependent differential absorbance spectra of the three state model system defined by the diabats given in Eq. (13) with $V_{23} = 0.0001$ hartree and $d = 1.0$ a.u. or $d = 2.0$ a.u. The spectra are calculated using numerically exact quantum dynamics (solid black lines), semiclassically using Eqs. (9) and (10) (dashed red lines), and semiclassically using the alternative approaches given in Eqs. (15)–(17) (dotted blue lines).

FIG. 4. A comparison between the time-dependent differential absorbance spectra of the three state model system defined by the diabats given in Eq. (13) with $V_{23} = 0.0001$ hartree and $d = 1.0$ a.u. or $d = 2.0$ a.u. The spectra are calculated using numerically exact quantum dynamics (solid black lines), semiclassically using Eqs. (9) and (10) (dashed red lines), and semiclassically using the alternative approaches given in Eqs. (15)–(17) (dotted blue lines).

Figures 4 and 5 also show as the dotted blue lines the result of using the alternative semiclassical approaches discussed above (Eqs. (15)–(17)) to calculate the time-dependent differential absorbance spectra. The spectra calculated using the ground-state Kubo approach are in poor agreement with the exact spectra and fail to show a decrease in their

tional features. While the deviations that are present in the semiclassical spectra are likely due to the neglect of nuclear quantum effects in our semiclassical calculations, it is not yet fully understood why the errors are more pronounced at certain values of $t_0$ than others.

Turning now to Figure 5, we increase the value of the diabatic coupling by at least an order of magnitude to $V_{23} = 0.001$ hartree for $d = 1.0$ a.u. and $V_{23} = 0.002$ hartree for $d = 2.0$ a.u. From the data, it is clear that the effects of significant nonadiabatic excited state dynamics on the time-dependent differential absorbance spectra are very well captured by Eqs. (9) and (10). Note that where deviations between the exact and semiclassical spectra occur, they tend to be more pronounced on the blue side of the line shapes and, as shown in greater detail in Figures S10–S24 in the supplementary material, involve the semiclassical calculations predicting too little intensity when $V_{23}$ and $t_0$ are both large.85

Besides evaluating our suggested semiclassical ansatz, Figures 4 and 5 also show as the dotted blue lines the result of using the alternative semiclassical approaches discussed above (Eqs. (15)–(17)) to calculate the time-dependent differential absorbance spectra. The spectra calculated using the ground-state Kubo approach are in poor agreement with the exact spectra and fail to show a decrease in their...
FIG. 5. A comparison between the time-dependent differential absorbance spectra of the three state model system defined by the diabats given in Eq. (13) with $V_{23} = 0.001$ hartree and $d = 1.0$ a.u. or $V_{23} = 0.002$ hartree with $d = 2.0$ a.u. The spectra are calculated using numerically exact quantum dynamics (solid black lines), semiclassically using Eqs. (9) and (10) (dashed red lines), and semiclassically using the alternative approaches given in Eqs. (15)–(17) (dotted blue lines).

integrated intensity as $t_0$ is increased when $V_{23} \geq 0.001$ hartree. Thus, Eq. (15) is unable to capture the key signature of nonadiabatic excited state dynamics in this model system. In contrast, the excited-state Kubo and inhomogenous limit spectra exhibit a decrease in the integrated intensity with increasing $t_0$ when the diabatic coupling is large. As such, Eqs. (16) and (17) are able to capture some qualitative effects of nonadiabatic wave packet dynamics, thus confirming one’s obvious intuition that it is better to perform the dynamics on the excited adiabatic PESs than the ground PES during the evolution of the electronic coherence associated with stimulated emission. That being said, the spectra calculated using Eqs. (9) and (10) are consistently in better agreement with the exact spectra than the results of Eqs. (16) or (17). This demonstrates that including dynamical information from both the ground and excited states provides significant improvements to the semiclassical calculation of electronic spectra. Finally, note that a more complete data set for this model system can be found in Figures S10–S24 in the supplementary material.

At this point, one caveat is in order. Figure 6 shows representative data illustrating the effect of increasing $\tau_{\text{max}}$ on spectra calculated exactly and using the approach developed in this study. For the exact spectra, increasing the length of
time over which the electronic coherence is propagated results in the expected sharpening of the spectral features. For some delay times, as shown in the bottom panel of Figure 6, the same is true for the spectra calculated using Eqs. (9) and (10). However, for other delay times, as shown in the top panel of Figure 6, the semiclassical spectra develop large errors as $\tau_{\text{max}}$ is increased. This behavior reflects the fact that Eqs. (9) and (10) represent a short-time approximation to the Quantum-Classical Liouville Equation of Kapral and Martens, as discussed in Appendix B of our previous study. As such, our FSSH calculation of electronic coherences can develop errors at long times, with Figure 6 indicating that the extent to which this occurs depends on the specific initial conditions of the coherence. Importantly, as originally argued by Heller, the semiclassical calculation of electronic spectral line shapes requires the evaluation of correlation functions over only short times, usually only 1–5 fs if the overall Franck-Condon envelope is all that is required. Indeed, as evident in Figures 4 and 5, the electronic coherences calculated using Eqs. (9) and (10) are clearly stable over sufficiently long timescales to allow the overall spectral envelopes as well as vibrational structure to be captured in the semiclassical spectra. Thus, while unfortunate, the errors evident in Figure 6 when $\tau_{\text{max}} > 100$ fs are not catastrophic. In fact, they might not even be evident for condensed phase problems due to the fast decay of the coherences resulting from interactions with the environment.

Finally, the reader may be curious about the effect of including decoherence during the calculation of the spectra using Eqs. (9) and (10). We explored this question by using our group’s augmented-FSSH (AFSSH) algorithm to propagate the mixed quantum-classical trajectories instead of FSSH. We tried several ways of implementing this. First, we found that if decoherence is introduced between all of the electronic states, then the spectroscopically relevant electronic coherences decay to zero much too quickly, resulting in an unphysical spectral broadening. Second, introducing decoherence between just the excited states for all times $t > 0$ results in the loss of vibrational structure in the calculated spectra, although the overall spectral envelopes are still captured. As third and final alternative, we considered introducing decoherence effects between the excited states only during the evolution of the excited state populations during the delay time ($t < t_0$), with FSSH used to propagate the electronic coherences for $t > t_0$. Although this did improve the agreement between the semiclassical and exact adiabatic and diabatic populations, as shown in Figures S7 and S8 of the supplementary material, the spectra calculated using this scheme are found to be comparable to those calculated using only FSSH. Examples of this analysis can be found in Figures S10–S24 in the supplementary material. Overall, the basic premise of introducing decoherence in FSSH is that separating wave packets do not recombine. Since the waxing and waning of wave packet overlaps is clearly essential for modeling spectra from time correlation functions (with many cycles necessary in the gas phase), adding decoherence is either not appropriate or not very useful here.

IV. CONCLUSIONS

In this paper, we have described a semiclassical approach for calculating full time-dependent differential absorbance line shapes (beyond the inhomogeneous component) associated with pump-probe spectroscopy in the limit of ultrashort pulses. We use ensembles of FSSH trajectories that are first propagated on the excited surface(s) throughout the delay time between the pulses. At the onset of the probe pulse, the electronic coherence is modeled using two ensembles of mixed quantum-classical trajectories that are initialized on the ground and excited PESs. Dynamical information from both of these ensembles is averaged together to obtain the overall optical response function. In the absence of electronic relaxation, we have shown that our approach is exact for the model problem of two shifted harmonic potentials with identical harmonic frequencies and outperforms both ground- and excited-state Kubo when the harmonic frequencies differ. Using a model three state system in which a bright excited state is vibronically coupled to a repulsive dark state, we demonstrated that our approach is able to capture the signatures of nonadiabatic excited state dynamics on the time-dependent differential absorbance spectra. Moreover, our approach significantly outperforms ground-state Kubo, excited-state Kubo, and the
inhomogeneous calculation of the spectra. Although we have focused on stimulated emission in this study, Eqs. (9) and (10) can be directly applied to excited state absorption by simply replacing the ground state with the appropriate additional excited state(s) encountered during the evolution of the electronic coherence.

As emphasized earlier, note that all of the model systems considered in this study are gas phase with only a single nuclear degree of freedom. As a result, there are no environmental interactions or multiple vibrational degrees of freedom with which to damp out the long-time oscillations of $C_{\mu\nu}(t)$. This is particularly important in the limit of small $V_{23}$ where bound-state dynamics are dominant and the dipole-dipole correlation will decay very slowly. Moreover, the time dependence of $C_{\mu\nu}(t)$ is dependent on the details of the repeated separation and recombination of wave packets moving on different surfaces and therefore will be sensitive to nuclear quantum effects, such as decoherences and recoherences, which cannot be fully captured by swarms of non-interacting FSSH trajectories. Despite these challenges, Eqs. (9) and (10) are shown to be capable of capturing the stationary initial conditions, a situation that appears in many condensed phase problems. Finally, in a future paper we will carry out the approach to systems that include nonadiabatic couplings between the ground and excited states as well as to model condensed phase problems. Finally, in a future paper we will also benchmark the current approach against Ehrenfest dynamics.
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**APPENDIX A: EQUATION (6) IS EXACT FOR TWO UNCOUPLED, SHIFTED HARMONIC POTENTIALS WITH IDENTICAL HARMONIC FREQUENCIES**

We consider the shifted harmonic potentials model of Eq. (11) with $\omega_g = \omega_x = \omega_0$. As discussed above, the non-linear optical response function associated with the time- and frequency-resolved stimulated emission spectra of a coherent pump-probe experiment in the limit of ultrashort pulses can be written as

$$C_{\mu\nu}(t, t_0) = \langle 0 | \hat{\mu}_g e^{i \hat{H}_s t/h} \hat{\mu}_{eg} e^{i \hat{H}_s t/h} \hat{\mu}_e | 0 \rangle \times \exp \left[ -i \hat{H}_s (t + t_0) / h \right] \hat{\mu}_{eg} | 0 \rangle$$

where $\hat{H}_s$ and $\hat{H}_e$ are related by $\hat{D}^\dagger \hat{H}_s \hat{D} + \varepsilon_0 = \hat{H}_e$, where $\hat{D} = \exp \left[ -i \hat{p} \hat{d} / h \right]$ is the shift operator, and we can rewrite Eq. (A1) as

$$C_{\mu\nu}(t, t_0) \left| \mu_{eg} \right|^\dagger = e^{-i \epsilon_0 \tau / h} (\hat{D}^\dagger \hat{H}_s \hat{D} \exp \left[ i \hat{H}_s t_0 / h \right] \hat{D} \exp \left[ i \hat{H}_s \tau / h \right] \hat{D}^\dagger) \times \exp \left[ -i \hat{H}_s (t_0 + \tau) / h \right] \hat{D} | 0 \rangle$$

To make progress, we use the relationship between the momentum operator and the harmonic oscillator raising and lowering operators,

$$\hat{p}(t) = i \sqrt{\mu_0 h} \frac{\partial}{\partial \epsilon} (\hat{a}^\dagger e^{i \omega t} - \hat{a} e^{-i \omega t})$$

(A3)

to write

$$\hat{D}(t) = \exp \left[ d \sqrt{\mu_0 / 2h} (\hat{a}^\dagger e^{i \omega t} - \hat{a} e^{-i \omega t}) \right]$$

(A4)

where $d = d \sqrt{\mu_0 / 2h}$. We can then use the identity $e^{\hat{A} + \hat{B}} = e^{\hat{A}} e^{\hat{B}} e^{-(\hat{A} \cdot \hat{B}) / 2}$, which holds provided $\hat{A}$ and $\hat{B}$ both commute with $[\hat{A}, \hat{B}]$, and write

$$\hat{D}(t) = \exp \left[ \hat{a}^\dagger e^{i \omega t} \right] \exp \left[ -\hat{a} e^{-i \omega t} \right] \exp \left[ -\hat{d}^2 / 2 \right]$$

$$\exp \left[ -\hat{d} \hat{a} e^{-i \omega t} \right] \exp \left[ \hat{d} \hat{a}^\dagger e^{i \omega t} \right] \exp \left[ -\hat{d}^2 / 2 \right] \exp \left[ -\hat{d}^2 / 2 \right].$$

(A5)

Using these results and the identity $e^{\hat{A}} e^{\hat{B}} = e^{\hat{A}} e^{\hat{B}} e^{-(\hat{A} \cdot \hat{B}) / 2}$, we can simplify Eq. (A2) as

$$C_{\mu\nu}(t, t_0) \left| \mu_{eg} \right|^\dagger = e^{-i \epsilon_0 \tau / h} (\hat{D}^\dagger \hat{H}_s \hat{D} \exp \left[ i \hat{H}_s t_0 / h \right] \hat{D} \exp \left[ i \hat{H}_s \tau / h \right] \hat{D}^\dagger) \times \exp \left[ -i \hat{H}_s (t_0 + \tau) / h \right] \hat{D} | 0 \rangle.$$
The electronic coherence associated with this ensemble is calculated according to Eq. (4) as

\[
\langle \sigma_{eg}(t) \rangle = \langle \sigma_{eg}(t_0) \rangle \exp \left[ \frac{i}{\hbar} \int_{t_0}^{t} \left( H_e(\tilde{\sigma}(t'), \tilde{\sigma}(t')) - H_g(\tilde{\sigma}(t'), \tilde{\sigma}(t')) \right) dt' \right]
\]

\[
= \exp \left[ \frac{i}{\hbar} \int_{t_0}^{t} \left( H_e(\tilde{\sigma}(t'), \tilde{\sigma}(t')) - H_g(\tilde{\sigma}(t'), \tilde{\sigma}(t')) \right) dt' \right]
\]

\[
= \exp \left[ \frac{i}{\hbar} \int_{t_0}^{t} \left( \epsilon_0 - \frac{m\omega^2 d^2}{2} \left( d - 2d \cos(\omega t') + 2x_0 \cos(\omega t') + \frac{2p_0}{m\omega} \sin(\omega t') \right) \right) dt' \right]
\]

\[
= \exp \left[ -i \frac{\epsilon_0}{\hbar} (d - 2d \cos(\omega t_0) + 2x_0 \cos(\omega t_0)) \right] \exp \left[ -i \frac{p_0}{m\omega} \sin(\omega t_0) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} (d - 2d \cos(\omega t_0) + 2x_0 \cos(\omega t_0)) \right]
\]

\[
= \exp \left[ -i \frac{d}{\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right] \exp \left[ -i \frac{p_0}{m\omega} \sin(\omega t_0) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right]
\]

\[
= \exp \left[ -i \frac{m\omega^2 d^2}{4\hbar} \left( \sin(\omega t_0) - \sin(\omega t_0) \right)^2 \right] \exp \left[ -i \frac{m\omega^2 d^2}{4\hbar} \left( \cos(\omega t_0) - \cos(\omega t_0) \right)^2 \right]
\]

\[
= \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} (1 - \cos(\omega t_0)) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} (1 - \cos(\omega t_0)) \right]
\]

\[
= \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} (1 - \cos(\omega t_0)) \right].
\]

We now turn to the semiclassical description of the process using Eq. (6). We will focus first on the swarm of trajectories that remain on the excited potential throughout the calculation. Each trajectory propagated on the excited PES with initial conditions \((x_0, p_0)\) satisfies

\[
x^{(e)}(t) = d + (x_0 - d) \cos(\omega t) + \frac{p_0}{m\omega} \sin(\omega t).
\]

The electronic coherence associated with this ensemble is calculated according to Eq. (4) as

\[
\frac{\langle \sigma_{eg}(t, t_0) \rangle}{\sigma_{eg}(t_0)} = \exp \left[ -i \frac{d}{\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right] \exp \left[ -i \frac{p_0}{m\omega} \sin(\omega t_0) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} (1 - \cos(\omega t_0)) \right]
\]

\[
= \exp \left[ -i \frac{d}{\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right] \exp \left[ -i \frac{p_0}{m\omega} \sin(\omega t_0) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right]
\]

\[
= \exp \left[ -i \frac{d}{\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right] \exp \left[ -i \frac{p_0}{m\omega} \sin(\omega t_0) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right]
\]

\[
= \exp \left[ -i \frac{d}{\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right] \exp \left[ -i \frac{p_0}{m\omega} \sin(\omega t_0) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right]
\]

\[
= \exp \left[ -i \frac{d}{\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right] \exp \left[ -i \frac{p_0}{m\omega} \sin(\omega t_0) \right] \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right]
\]

\[
= \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} \left( d \cos(\omega t_0) - \sin(\omega t_0) \right) \right]
\]

\[
= \exp \left[ -i \frac{m\omega^2 d^2}{2\hbar} (1 - \cos(\omega t_0)) \right].
\]
Therefore, the full semiclassical expression for the coherence obtained from the trajectories moving on the excited potential is given by

\[
\langle \sigma_{eg}^{(e)}(\tau, t_0) \rangle_{t_0} = \sigma_{eg}(t_0) \exp \left[ -\frac{m\omega d^2}{2\hbar} (1 - \cos(\omega \tau)) \right] 
\times \exp \left[ -\frac{i}{\hbar} \int_{0}^{\tau} \left( \epsilon_0 + \frac{m\omega d^2}{2} \tau - m\omega \frac{p_0}{m\omega} \sin(\omega t_0) \right) \sin(\omega \tau') \cos(\omega \tau') \, d\tau' \right] 
\]

(A10)

We now turn to the swarm of trajectories that are evolving on the ground surface during the period over which the electronic coherence is calculated. At the onset of the electronic coherence at \( t = t_0 \), these trajectories have positions and momenta

\[
x(t_0) = d + (x_0 - d) \cos(\omega t_0) + \frac{p_0}{m\omega} \sin(\omega t_0),
\]

\[
p(t_0) = -m\omega (x_0 - d) \sin(\omega t_0) + p_0 \cos(\omega t_0).
\]

(A11)

After one of these trajectories has evolved on the ground state for a period of time \( \tau \), its position is

\[
x(\tau) = \left( d + (x_0 - d) \cos(\omega t_0) + \frac{p_0}{m\omega} \sin(\omega t_0) \right) \cos(\omega \tau)
\]

\[
+ \left( (d - x_0) \sin(\omega t_0) + \frac{p_0}{m\omega} \cos(\omega t_0) \right) \sin(\omega \tau).
\]

(A12)

Focusing on the time integral in Eq. (3) and using the expression for the time-dependent positions of the trajectories given in Eq. (A12) we have

\[
\int_{0}^{\tau} \left( H_g(\tilde{x}^{(e)}(\tau', t_0), \tilde{p}^{(e)}(\tau', t_0)) - H_g(\tilde{x}^{(e)}(\tau', t_0), \tilde{p}^{(e)}(\tau', t_0)) \right) d\tau'
\]

\[
= \int_{0}^{\tau} \left( \epsilon_0 + \frac{m\omega d^2}{2} - \frac{m\omega d^2}{2} \left( d + (x_0 - d) \cos(\omega t_0) + \frac{p_0}{m\omega} \sin(\omega t_0) \right) \cos(\omega \tau') \right) d\tau'
\]

\[
+ \int_{0}^{\tau} \left( -\frac{m\omega d^2}{2} \left( (d - x_0) \sin(\omega t_0) + \frac{p_0}{m\omega} \cos(\omega t_0) \right) \sin(\omega \tau') \right) d\tau'
\]

\[
= \epsilon_0 \tau + \frac{m\omega d^2}{2} \tau - m\omega d \left( d + (x_0 - d) \cos(\omega t_0) + \frac{p_0}{m\omega} \sin(\omega t_0) \right) \frac{\sin(\omega \tau)}{\omega}
\]

\[
+ m\omega \frac{p_0}{m\omega} \cos(\omega t_0) \left( 1 - \cos(\omega \tau) \right)
\]

\[
= \epsilon_0 \tau + \frac{m\omega d^2}{2} \tau - m\omega d \sin(\omega t_0) - m\omega d^2 \sin(\omega t_0) + m\omega d^2 \sin(\omega t_0 + \tau)
\]

\[
+ m\omega d \sin(\omega t_0) - \cos(\omega t_0 + \tau)) - p_0 d \cos(\omega t_0) - cos(\omega (t_0 + \tau)).
\]

(A13)

The semiclassical approximation to the electronic coherence is thus

\[
\langle \sigma_{eg}^{(e)}(\tau, t_0) \rangle_{t_0} = \sigma_{eg}(t_0) \exp \left[ -\frac{m\omega d^2}{2\hbar} (1 - \cos(\omega \tau)) \right] 
\times \exp \left[ -\frac{i}{\hbar} \left( \epsilon_0 \tau + \frac{m\omega d^2}{2} \tau - m\omega d \sin(\omega t_0) - m\omega d^2 \sin(\omega t_0) + m\omega d^2 \sin(\omega (t_0 + \tau)) \right) \right].
\]

(A14)

where the averaging over initial conditions was accomplished as in Eq. (A9).

Combining Eqs. (A10) and (A14) using Eq. (6) results in

\[
C_{\mu\nu}^{\text{SC}}(\tau, t_0) = \exp \left[ -\frac{m\omega d^2}{2\hbar} (1 - \cos(\omega \tau)) \right] 
\times \exp \left[ -\frac{i}{\hbar} \left( \epsilon_0 \tau + \frac{m\omega d^2}{2} \tau - m\omega d \sin(\omega t_0) - m\omega d^2 \sin(\omega t_0) + m\omega d^2 \sin(\omega (t_0 + \tau)) \right) \right]
\]

(A15)
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\[
\exp \left[ -i \frac{e_0 \tau}{\hbar} \left( \frac{m_0 d^2}{2} \tau + m_0 d^2 \sin(\omega(t + t_0)) - m_0 d^2 \sin(\omega t_0) \right) \right]
\]

Comparing Eq. (A15) to Eq. (A6), we see that, for this model system, the results of our semiclassical approach are in exact agreement with the results of exact quantum dynamics.

**APPENDIX B: GENERALIZING EQUATIONS (9) AND (10) TO ACCOUNT FOR NON-CONDON EFFECTS AND MULTIPLE BRIGHT STATES IN THE DIABATIC REPRESENTATION**

Note that, starting with a mixed quantum-classical density matrix in the Wigner representation, one cannot easily and efficiently calculate dipole-dipole correlation functions for systems that are non-Condon in all representations; such calculations formally involve evaluating highly oscillatory integrals that will be difficult to converge. That being said, if we make approximations based on a classical expansion of the dynamics, then we can generalize Eqs. (9) and (10) to account for the spatially varying transition dipole moments that arise for most (non-Condon) chemical systems. The natural generalization of Eq. (10) is

\[
C_{\mu\mu}^{(\text{diab})}(\tau, t_0) = \sqrt{\langle C_{\mu\mu}^{(\text{diab}, g)}(\tau, t_0) \rangle} C_{\mu\mu}^{(\text{diab}, e)}(\tau, t_0).
\]

Here, \( C_{\mu\mu}^{(\text{diab}, e)}(\tau, t_0) \) and \( C_{\mu\mu}^{(\text{diab}, g)}(\tau, t_0) \) are dipole-dipole correlation functions calculated using ensembles of FSSH trajectories propagated on the ground and excited adiabats, respectively, e.g.,

\[
\left\langle C_{\mu\mu}^{(\text{diab}, e)}(\tau, t_0) \right\rangle = \frac{1}{N_{\text{traj}}} \sum_{k=1}^{N_{\text{traj}}} \sum_{\ell=1}^{N_{\text{eq}}} \mu_{k\ell}^{(\text{diab})}(x^{(\ell)}(\tau, t_0)) \mu^{(\text{diab})}_{k\ell} (x^{(\ell)}(t_0)) \left| \sum_{mn} U_{km}^{(\ell)}(x^{(\ell)}(t_0)) U_{mn}^{(\ell)*}(x^{(\ell)}(t_0)) \frac{\delta_{\mu_{\ell}^{(\ell)}(t_0)}}{\sigma_{\mu_{\ell}^{(\ell)}(t_0)}} \delta_{\mu_{\ell}^{(\ell)}(t_0)} \right|^2
\]

Note that Eq. (B2) is a generalization of Eq. (9) and is valid for arbitrarily many bright diabatic states, \( N_{\text{bright}} \geq 1 \), without any additional approximations. It is also important to note that Eq. (B1) still assumes that no nonadiabatic couplings exist between the ground state and any of the excited states.
