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ABSTRACT: We isolate and dissect exactly how and why Tully’s fewest switches surface hopping (FSSH) algorithm fails when two wave packets come together at a crossing and “recohere”. Using two different one-dimensional avoided crossing models and an initial wave function, which is a superposition of wave packets on different adiabats, we show that the key failures pertain to asymptotic nuclear momenta rather than electronic populations. Moreover, these FSSH failures stem from the fundamental assumption of independent trajectories with time-local hopping. As such, there is no possible means to correct FSSH without either (i) introducing time-nonlocal dynamics (i.e., allowing trajectories to move forward and backward in time) or (ii) requiring that trajectories interact.

1. INTRODUCTION

As proposed by Tully in 1990,1 the fewest switches surface hopping (FSSH) algorithm has been widely applied to simulate a host of different experimentally relevant phenomena,2−11 which all fall under the title nonadiabatic dynamics—dynamics where the nuclear motion and electronic motion are highly entangled and the Born–Oppenheimer approximation breaks down. The success of the FSSH semiclassical algorithm arises primarily from FSSH’s practical ability to achieve reasonably accurate results12−14 with only a minimal cost to implement.1,15,16 And yet, despite its advantages, FSSH has several well-known shortcomings. For instance, standard FSSH fails to correctly treat the separation of one wave packet into two wave packets that separate one from the other—this is the well-known decoherence problem. The decoherence problem has been investigated by many researchers over the past 3 decades (going back to Rossky,17−19 Truhlar,20−23 and Hammes-Schiffer7,24), and the signatures of decoherence failures are spurious resonances arising when fictitious wave packets recombine.9,25,26 Today, the decoherence anomalies can be largely fixed by some modified versions of the FSSH algorithm,17,18,20−24,26−28 and the decoherence problem can be tied back to a rigorous quantum classical Liouville equation (QCLE).29,30

Now, apart from the decoherence problem, FSSH also suffers from the so-called “recoherence” problem for surface hopping: FSSH is unable to successfully simulate the merging of two well-separated wave packets that come together at a crossing. While such a surreptitious event may seem unlikely when simulating photochemical branching following a pulse of light, the recoherence problem clearly becomes relevant when simulating dipole−dipole correlation functions for spectroscopy: one must initialize simulations with coherences, which oscillate between the ground and excited states, and then propagate such coherences. It is well known in the literature that, when propagating coherences, Ehrenfest dynamics often does better than surface hopping,31,32 though the exact reasoning behind this statement is not always clear. As far as the recoherence problem is concerned, the physics underlying the surface hopping dynamics is not very clear: when is recoherence a problem? What is the signature of recoherence? What are the exact failures? These diagnostic and fundamental questions have not been fully explained.

In this paper, our goal is to revisit these specific FSSH recoherence problems. Using two simple one-dimensional (1D) scattering models, we will show that the key FSSH failure is the inability to predict the correct momenta (and not electronic populations) when two wave packets recombine at a region of nonadiabatic coupling. We will also show that this recoherence failure cannot be corrected with any simple phase correction24 but is rather a fundamental limitation of Tully’s ansatz of noninteracting trajectories (with Markovian dynamics and too much hopping back and forth between surfaces). Thus, in the end, this manuscript can be used to understand both when and why surface hopping fails, and, perhaps, our conclusions here will lead to improved stochastic nonadiabatic dynamic protocols in the future.

This paper is structured as follows: in Section 2, we review the two basic semiclassical algorithms (FSSH and Ehrenfest). In Section 3, we introduce two model problems and present results for the different algorithms, isolating the signatures of recoherence. In Section 4, we interpret the FSSH results in terms of a “truly minimal hopping” ansatz (in the spirit of Landau−Zener theory), whereby the recoherence problem can...
be reduced to a tractable problem, even though such an approach is not easily compatible within the FSSH framework. In Section 5, we conclude and outline future directions.

2. METHODS

For the purposes of this paper, we need to investigate only the two most basic semiclassical algorithms: (i) the FSSH algorithm and (ii) the Ehrenfest algorithm. For both approaches, a swarm of trajectories is initialized with a predetermined position and momentum distribution. Below, we will need to perform simulations where the initial state is a superposition of nuclear wave packets on different adiabats. Because this initialization requirement is not common for most FSSH simulations, a few words of introduction and review are now appropriate. To keep our notation as simple as possible and avoid multiple indices, we will assume that all dynamics are in 1D. For a more complete description, many references are available.\(^5\),\(^15\),\(^35\)

2.1. Standard FSSH Algorithm. For FSSH simulations, each trajectory is assigned a set of predetermined quantum amplitudes \((c_0, c_1, \ldots, c_{N-1})\), which are the coordinates of the electronic wave function in the basis of adiabatic states \(\{\psi_{0, j}, \psi_{1, j}, \ldots, \psi_{N-1, j}\}\). A single trajectory with these coefficients is assigned to one adiabatic surface \(\{0, 1, \ldots, N-1\}\) with probability \(\{|c_0|^2, |c_1|^2, \ldots, |c_{N-1}|^2\}\), respectively. This initialization scheme is consistent with quasi-derivations of the FSSH algorithm starting with the quantum classical Liouville equation (QCLE).\(^29\),\(^30\)

After initialization, according to FSSH, each trajectory is propagated along its active adiabatic surface (which is denoted as \(j\)). The nucleus with position \(x\) and momentum \(p\) evolves according to Newton’s laws; the electronic wave function is evolved according to the Schrödinger equation

\[
\dot{x} = \frac{p}{m} \\
\dot{p} = -\hbar \frac{\partial E_j(x)}{\partial x} \\
\dot{c}_k = -\frac{iE_j(x)}{\hbar} c_k - \sum_{l=0}^{N-1} \frac{p}{m} d_{kl} c_l
\]

(1)

Here, \(E_j(x)\) is the trajectory’s current active adiabatic surface. At each time step, each trajectory can switch from its current active adiabatic surface \(j\) to a different adiabatic surface \(k\) with probability

\[
P_{j \rightarrow k} = \max(0, 1 - 2\Delta t \text{Re}(\rho_{jk} d_k p / m) / \rho_{jj})
\]

(2)

Here, \(\rho_{jk} \equiv c_j^* k c_k\) is a density matrix element.

When a hop between two adiabats occurs, each trajectory must adjust its momentum to comply with energy conservation. In the cases where energy conservation is not possible (i.e., a trajectory does not have enough kinetic energy), the attempted hop is frustrated and the trajectory continues to move along its original adiabatic surface. In general, velocity reversal is needed if the forces on different adiabats are in opposite directions during a frustrated hop.\(^36\) Luckily, this nuance about velocity reversal will not be important here as we will work with large enough momentum such that reflection is not important.

2.1.1. Phase-Corrected FSSH. It is well known that the FSSH algorithm can fail when trajectories go through multiple crossings, wave packets separate, and decoherence is important (though neglected by Tully’s original algorithm).\(^9\),\(^17\),\(^24\) While this failure can largely be fixed with decoherence corrections, FSSH still cannot treat coherent passage of one trajectory through multiple avoided crossings.

To treat such a case, Shenvi et al. proposed modifying the propagation of the electronic wave function within FSSH.\(^34\) The resulting phase-corrected FSSH takes into account the fact that, as trajectories are propagated on different adiabats with different effective velocities, a phase difference accumulates and the wave packets spread apart, neither of which is treated correctly by standard FSSH. According to phase-corrected FSSH, one can isolate the relative electronic phase at the position of the classical trajectory by replacing eq 1 with

\[
\dot{x} = \frac{p}{m} \\
\dot{p} = -\hbar \frac{\partial E_j(x)}{\partial x} \\
\dot{c}_k = -\frac{iE_j(x)}{\hbar} c_k - \sum_{l=0}^{N-1} \frac{p}{m} d_{kl} c_l
\]

(3)

Here, \(p_k\) is the momentum on adiabat \(k\), which in the 1D case is

\[
p_k = \text{sgn}(p) \sqrt{p^2 + 2m|E_j(x) - E_k(x)|}
\]

(4)

If \(p^2 + 2m|E_j(x) - E_k(x)| \leq 0\), \(p_k\) is assigned to be 0.

For 1D model problems, refs \(^34\) and \(^37\) show that phase-corrected FSSH can strongly outperform standard FSSH as far as capturing electronic populations (see Figures 2 and 4 in ref \(^34\) for trajectories going through multiple avoided crossings). In this paper, we will investigate how phase-corrected FSSH performs as far as nuclear observables.

2.2. Ehrenfest Algorithm. Besides FSSH, the other standard semiclassical algorithm is Ehrenfest dynamics. According to Ehrenfest dynamics, each trajectory is propagated along an average force (rather than along the force from a single adiabatic surface). This average force is

\[
\langle F \rangle = \text{Tr}(\rho F) = -\sum_{j,k} \rho_{jk} \langle \psi_j | d_j H | \psi_k \rangle
\]

(5)

Thus, Ehrenfest trajectories are propagated according to the following equations

\[
\dot{x} = \frac{p}{m} \\
\dot{p} = \langle F \rangle \\
\dot{c}_k = -\frac{iE_j(x)}{\hbar} c_k - \sum_{l=0}^{N-1} \frac{p}{m} d_{kl} c_l
\]

(6)

Because the Ehrenfest algorithm cannot easily predict observables in a state-refined fashion (e.g., one cannot access the nuclear momentum of one wave packet on one electronic adiabat), below, we will investigate only average Ehrenfest observables.

3. RESULTS

3.1. Model 1: Flat Adiabat with One Avoided Crossing. To begin our analysis, we first investigate a 1D model with the following Hamiltonian
Here, \( A \) and \( B \) are parameters (defined below), and we will investigate multiple values of \( A \) to sample the adiabatic and nonadiabatic limits. The adiabatic surfaces associated with this Hamiltonian are flat, with an avoided crossing located at \( x = 0 \). A schematic plot for the energy surfaces of this Hamiltonian is shown in Figure 1.

\[
H_{\text{tot}} = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + H
\]

\[
H = A \begin{bmatrix} -\cos \theta(x) & \sin \theta(x) \\ \sin \theta(x) & \cos \theta(x) \end{bmatrix}
\]

\[
\theta(x) \equiv \frac{\pi}{2} (\text{erf}(Bx) + 1)
\]

(7)

At the beginning of the simulation, Gaussian wave packets are initialized on both and eq 1

\[
|\Psi(x)\rangle = c_0 e^{i p_{\text{init}} x / \hbar} e^{-i k_{\text{init}} x^2 / \sigma^2}
\]

\[
|\Psi(x)\rangle = c_1 e^{i p_{\text{init}} x / \hbar} e^{-i k_{\text{init}} x^2 / \sigma^2}
\]

(8)

Here, \( \sigma \) is a measure of the spread of the initial wave packet over real space; \( x_{\text{init}} \) and \( p_{\text{init}} \) are the initial position and momentum, respectively; and \( c_0 \) and \( c_1 \) are initialized as positive, real numbers, with \( c_0^2 + c_1^2 = 1 \). For exact (reference) quantum dynamics, we propagate the wave packets in eq 8 with the Schrödinger equation using the fast Fourier transform technique.\(^{38}\) For semiclassical dynamics, \( 10^4 \) trajectories are sampled from the Wigner distribution corresponding to eq 8; these trajectories are propagated with either FSSH or Ehrenfest dynamics, as described in Section 2.

The scattering results for model 1 are presented in Figures 2–4. In Figure 2, we set the initial position to be \( x_{\text{init}} = -3.0 \), prepare the initial electronic state with \( c_1^2 = 1 \) (i.e., on the excited state), and scan over different \( p_{\text{init}} \). We plot the final population on adiabat 0 and momentum on both adiabats as a function of \( p_{\text{init}} \). For all initial momenta, both standard FSSH and phase-corrected FSSH recover the exact population and momentum quantitatively. Although not shown, Ehrenfest dynamics is equally accurate.

Next, in Figures 3 and 4, we fix the initial momentum \( p_{\text{init}} = 30.0 \) and scan over different \( c_1^2 \). At the end of the simulation, we calculate both the average population on the lower adiabatic surface and the momentum on each adiabatic surface as a function of \( c_1^2 \); this data is plotted in Figure 3. In Figure 4, we plot the average momentum over all trajectories and all surfaces. As shown in Figure 3, while FSSH correctly recovers the exact electronic populations for different \( A \), the FSSH momentum results are erroneous for the case \( A = 0.10 \). Phase-corrected FSSH results are almost the same as the FSSH results. In Figure 4, again, FSSH momentum results disagree
with the exact results when $A = 0.10$. Interestingly, however, Ehrenfest dynamics outperforms FSSH as far as momentum and do approximately recover both the correct population and momentum for all three $A$’s.

### 3.2. Model 2: Flat Adiabat with Two Avoided Crossings.

For our second Hamiltonian, we investigate a slightly more complex model with two avoided crossings

\[ H = \begin{bmatrix} -\cos \theta(x) & \sin \theta(x) \\ \sin \theta(x) & \cos \theta(x) \end{bmatrix} \]

\[ \theta(x) \equiv \frac{\pi}{2} \left( \text{erf}(B(x-C)) - \text{erf}(B(x+C)) \right) \]

(9)

Just as for eq 7, the adiabats are flat. However, in eq 9, we have an extra parameter $C$, as the Hamiltonian has two avoided crossings located at $x = -C$ and $C$. A schematic plot is shown in Figure 5.

Results for observables are plotted in Figure 6–8. Here, $x_{\text{init}} = -8.0$. In Figure 6, just as in Figure 2, we scan over initial momentum for dynamics initialized on the excited state (here, we also show the results of Ehrenfest dynamics). Unlike the case of model 1, we now find that, due to the accumulated phase difference between two wave packets on different surfaces, standard FSSH cannot recover the correct electronic populations. Note that this failure of FSSH on the electronic population in itself is reasonably well known. In the context of Tully’s model #2, several research groups have shown that FSSH fails for low momentum when there are multiple crossing points.\(^1,34\) That being said, as predicted by Shenvi et al.,\(^34\) a phase-corrected FSSH can yield excellent agreement with the exact results for population and momentum; phase-corrected FSSH strongly outperforms both standard FSSH and Ehrenfest dynamics. Altogether, Figure 6 might lead one to believe that the phase problem can be largely eliminated using a phase correction.

However, as can be seen in Figure 7, when the system is initialized with a superposition state, the phase correction in eq 3 clearly cannot fully fix all of the FSSH errors. Whereas phase-corrected FSSH can successfully recover the correct electronic population just as in Figure 3, the algorithm still fails to predict the correct momentum. Thus, while the phase correction of ref 34 is important, there is clearly a deeper recoherence problem within FSSH that ref 34 simply cannot fix.

Finally, in Figure 8, we plot the average results again (just as in Figure 4). We find that Ehrenfest dynamics now produces a large error in momentum when $A$ is large (though still smaller than the FSSH error).
both models, as the initial $c_j$ is tuned from 0 to 1, the momentum predicted by FSSH changes linearly, which disagrees with exact quantum dynamics. The phase-corrected version of FSSH\textsuperscript{14} cannot solve this problem: phase correction leads to accurate electronic populations, but the momentum is still wrong. Apparently, the root of the problem is the well-known fact that FSSH cannot fully capture the recoherence: when two wave packets moving along different adiabats merge in the coupling region, the FSSH algorithm does not know how they should interfere exactly. And thus, several questions inevitably arise: when exactly is recoherence a problem for FSSH? Why does FSSH perform poorly for $A = 0.10$ (i.e., closer to the adiabatic limit) but not for $A = 0.02$ and 0.05 (i.e., closer to the nonadiabatic limit)?

To investigate this issue further, we list the hopping statistics for model 1 FSSH and model 2 phase-corrected FSSH in Tables 1 and 2, respectively. As shown in the tables, the percentage of multiple-hop trajectories increases when $A$ is tuned from 0.02 to 0.10. The relatively large percentage of multiple-hop trajectories in the case of $c_j = 0.5$ (compared against $c_j = 1$ case) indicates that as the percentage of trajectories that experience multiple hops increases, FSSH tends to predict erroneous momentum distributions as the multiple hops disturb the phase accumulated between wave packets on different adiabats. There is one exception, i.e., when $A = 0.05$ in model 2, the percentage of trajectories with $N_{\text{hop}} = 3$ is larger, then $c_j = 1$ (and smaller when $c_j = 0.5$). Notice, however, that if we consider the number of trajectories with $N_{\text{hop}} \geq 4$, then $c_j = 0.5$ does have a higher percentage of “multiple-hop trajectories” than $c_j = 1$.

In a sense, we appear to have found something ironic: FSSH has too many hops back and forth and cannot be considered a “truly fewest switches” dynamic protocol. And given the data in Tables 1 and 2, we are led to believe that, in order for FSSH to recover the correct momentum results, we should seek a different algorithm with a truly minimal hopping rate, whereby redundant hops are eliminated from the standard FSSH. For trajectories in such an algorithm, when applied to the flat adiabats in models 1 and 2, trajectories that end up on the same adiabat as they began (and effectively do not hop) should keep their initial velocities, while trajectories that switch adiabats (and effectively hop once) should adjust velocities. The crucial question is then: what should we choose for these hopping probabilities if we must go beyond FSSH? While extracting the optimal hopping probabilities may not be feasible if we restrict ourselves to independent trajectories, let us assume we have access to all of the FSSH data: that is, we assume that trajectories are no longer independent—they talk to each other, and a hopping event for a single trajectory is decided by data from all trajectories (similar in spirit to ref\textsuperscript{39}).

To calculate the average momentum on each adiabat, we will separately treat the two distinct groups of trajectories, those that begin on one adiabat and end up on the same adiabat and those that begin on one adiabat and end up on the other adiabat. If the initial state is prepared with $n_{j_1}$ population on adiabat $j_1$, for trajectories initialized on active adiabat state $j$, we denote the probability of hopping to adiabat $k$ as $P_{j_1 \rightarrow k}$. For those same trajectories, we denote the average momentum as $\langle p_{j_1, k} \rangle$. With these definitions, if one considers the classical probability theory, one would predict that the final average momentum would be
In practice, for our simulations of model Hamiltonians (eqs 7 and 9), $P_{j \rightarrow k}$ and $\langle p_{j \rightarrow k} \rangle$ can be approximated by inspecting results where trajectories are initially prepared with $n_{j\init} = 1$ such that

$$P_{j \rightarrow k} \approx \langle n_{k}^{\end} \rangle |_{n_{j\init} = 1}^{\end}$$

$$\langle p_{j \rightarrow k} \rangle \approx \langle p_{k} \rangle |_{n_{j\init} = 1}^{\end}$$

The results of the approximations in eq 11 are plotted in Figure 9. For both models 1 and 2, our predicted results are in excellent agreement with the exact results, suggesting that a nonlocal truly minimal hopping approximation without redundant hops can indeed fix the erroneous FSSH momentum distributions, Figures 3 and 7, as resulting from the recoherence problem.

5. CONCLUSIONS

To summarize, we have revisited the FSSH algorithm for two model systems where recoherence problems can emerge. We conclude that, when recoherence is important, FSSH cannot capture either the correct population or the momentum distribution. Adding a phase correction does improve the accuracy of FSSH as far as the electronic population, but momenta are still inaccurate. The root of the problem is that, because FSSH trajectories are propagated independently using only time-local information, these trajectories hop back and forth between surfaces too often. For the model problems we investigate here, the nonlocal minimal hopping assumption works much better as far as momentum distributions, and yet, this model is apparently time nonlocal and requires interaction between different trajectories. Thus, implementing such a truly, globally minimal hopping ansatz would be very hard (if not impossible) within the context of ab initio modeling.

Looking forward, there are three options. First, one can just accept that FSSH has limitations, work within the confines of those limitations for practical calculations, and, when possible, work with more rigorous dynamical approaches. Second, if one does not care about branching, one can employ Ehrenfest dynamics, which outperforms FSSH as far as calculating average observables after recoherence. However, note that, for many experiments in photochemistry and/or at surfaces, the adiabatic forces for different electronic states will be large and will lead to wave packets separating (i.e., branching), and so, Ehrenfest dynamics will fail. In the present draft, of course, we have focused exclusively on the case of particles with large initial velocities, where branching is not important, but, in general, running reliable Ehrenfest dynamics must inevitably require either introducing decoherence and branching or potentially using clever tricks to include zero-point energy and bin the results.

Table 1. Hopping Statistics for Trajectories with FSSH Dynamics (Model 1)*

<table>
<thead>
<tr>
<th>$\tilde{c}_j$</th>
<th>$A$</th>
<th>$N_{\text{hop}} = 0$ (%)</th>
<th>$N_{\text{hop}} = 1$ (%)</th>
<th>$N_{\text{hop}} = 2$ (%)</th>
<th>$N_{\text{hop}} = 3$ (%)</th>
<th>$N_{\text{hop}} = 4$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>8.46</td>
<td>90.23</td>
<td>1.31</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>37.77</td>
<td>52.64</td>
<td>9.59</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>75.10</td>
<td>10.91</td>
<td>13.98</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.02</td>
<td>37.25</td>
<td>45.12</td>
<td>17.63</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.05</td>
<td>33.25</td>
<td>48.98</td>
<td>17.65</td>
<td>0.12</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>31.86</td>
<td>44.21</td>
<td>20.78</td>
<td>2.94</td>
<td>0.21</td>
</tr>
</tbody>
</table>

*Initial condition: $p_{\text{init}} = 30$. Note that, when $A$ increases, the probability for multiple hopping events increases.

Table 2. Hopping Statistics for Trajectories with Phase-Corrected FSSH Dynamics (Model 2)*

<table>
<thead>
<tr>
<th>$\tilde{c}_j$</th>
<th>$A$</th>
<th>$N_{\text{hop}} = 0$ (%)</th>
<th>$N_{\text{hop}} = 1$ (%)</th>
<th>$N_{\text{hop}} = 2$ (%)</th>
<th>$N_{\text{hop}} = 3$ (%)</th>
<th>$N_{\text{hop}} = 4$ (%)</th>
<th>$N_{\text{hop}} = 5$ (%)</th>
<th>$N_{\text{hop}} = 6$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>3.65</td>
<td>26.66</td>
<td>68.95</td>
<td>0.24</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>10.75</td>
<td>38.55</td>
<td>18.21</td>
<td>32.45</td>
<td>0.02</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>50.46</td>
<td>5.90</td>
<td>37.36</td>
<td>1.28</td>
<td>4.97</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.02</td>
<td>12.08</td>
<td>37.74</td>
<td>34.86</td>
<td>9.63</td>
<td>5.69</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.05</td>
<td>18.87</td>
<td>32.71</td>
<td>31.65</td>
<td>13.01</td>
<td>3.68</td>
<td>0.08</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>10.95</td>
<td>28.45</td>
<td>32.88</td>
<td>19.71</td>
<td>6.50</td>
<td>1.28</td>
<td>0.23</td>
</tr>
</tbody>
</table>

*Initial condition: $p_{\text{init}} = 30$. Note that, when $A$ increases, the probability for multiple hopping events almost always increases.

![Figure 9](image-url)
precise question that must be posed is this: can one improve upon FSSH and reduce the number of hops in a stable fashion with independent trajectories,\textsuperscript{45} perhaps using time-nonlocal dynamics (perhaps in the spirit of Truhlar’s time-uncertainty FSSH\textsuperscript{46} or ab initio multiple spawning trajectories that have some memory\textsuperscript{47,48})? Only time will tell.
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