Universal approach to quantum thermodynamics in the strong coupling regime
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We present a protocol for the study of the dynamics and thermodynamics of quantum systems strongly coupled to a bath and subject to an external modulation. Our protocol quantifies the evolution of the system-bath composite by expanding the full density matrix as a series in the powers of the modulation rate, from which the functional form of work, heat, and entropy rates can be obtained. Under slow driving, thermodynamic laws are established. The entropy production rate is positive and is found to be related to the excess work dissipated by friction, at least up to second order in the driving speed. As an example of the present methodology, we reproduce the results for the quantum thermodynamics of the driven resonance level model. We also emphasize that our formalism is quite general and allows for electron-electron interactions, which can give rise to exotic Kondo resonances appearing in thermodynamic quantities.
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I. INTRODUCTION

Modern nanofabrication techniques, superresolution spectroscopies, and nanoscale sensors provide tools for the design, control, and study of systems made up of just a few atoms, namely, far from the thermodynamic limit. In this regime, both thermal and quantum mechanical fluctuations are essential and cannot be neglected. Biomolecular motors, driven transport nanojunctions, and quantum computing elements stand out as prototypical nanoscale systems that can be utilized to perform tasks under continuous energy exchange with their surroundings. Just as for macroscopic engines, in order to understand the nature of the work performed and heat produced at this scale, both theoretical principles and computational methods for evaluating energy conversion and thermodynamic efficiency are necessary. From a conceptual point of view, the modern field of quantum thermodynamics [1–10] addresses these questions while accounting for the quantum nature of the nanoscopic system. As a result, concepts such as quantum dissipation and frictional effects have been formulated in thermodynamic terms [1,11–15]. Recent experimental works [16–19] have started to address these concepts.

Under the condition of weak coupling strength between a system and its surroundings, quantum thermodynamics can successfully describe [2,20–23] the dynamics, heat, work, and entropy production rates for the system-bath composite in terms of the reduced density matrix for the system. By contrast, the strong coupling regime has proven more challenging, and advanced strategies have been necessary [24]. For example, strongly coupled quantum heat engines [25] have been investigated with a polaron transformation, which can somehow map the original strongly coupled system into an equivalent weakly coupled system. Another approach is to introduce heat exchangers [26,27], essentially increasing the system space to accommodate strongly coupled environmental modes. In addition, a strategy using reaction coordinate techniques combines these two pictures and has been applied to bosonic as well as fermionic environments [28–31]. Furthermore, the concept of active and passive states [32–35], which identifies unitary transformations acting on the space of reduced density matrices for the system with processes that can potentially deliver work, provides yet another approach. Lastly, techniques from quantum information theory can also provide some quantum thermodynamic principles [36–38].

In general, for the strong coupling regime, the key point to emphasize is that the reduced density matrix of the embedded system does not necessarily contain all the information needed to describe the dynamics and thermodynamics of that same system; instead, one needs to include corrections originating from the system-bath couplings. Several recent works, e.g., Refs. [39–44], have addressed this situation. For instance, in Ref. [39] work is defined in terms of the reduced density matrix and the total power dissipated during the evolution of the full composite system (i.e., system+bath). This approach was later refined [40] to include the action of strong external fields within the stochastic Liouville-von Neumann scheme, capturing the full non-Markovian nature of the reduced density matrix. In both cases, the initial state is taken to be a tensor product of the quasithermal state for the system and the thermal state for the bath, which can be used when the focus is on the long time steady state or periodic behavior [41,42]. When applied to open systems at steady state, such an approach permits the computation of the entropy production for the system in the presence of two reservoirs with different temperatures and chemical potentials, in both the weak and the strong coupling regimes [43]. Recently, an approach based on effective quantum master equations has been formulated, relying on a protocol by which the system repeatedly interacts with identically prepared units [44]. The overall consequences...
of these interactions can be assessed from the initial and final state of these units, which results in a propagation scheme for the system density matrix that is consistent with the correct thermodynamics in a few model systems. A conceptually similar setup, describing thermodynamic processes as a sequence of quenches and thermalization processes affected by turning off and on system-bath interactions, has been recently explored by Perarnau-Llobet and coworkers [45].

From our perspective, a generic and universal approach to quantum thermodynamics that interpolates between weak and strong coupling regimes is still lacking even in classical mechanics [46–48], due to the inherent difficulties of defining proper thermodynamic quantities (e.g., internal energy, heat, work, and entropy) consistent with the thermodynamic laws. Likewise, the definition of thermal properties of the system such as heat capacity [49,50] may lead to apparent anomalies. A prototypical model system that has served as the playground to test new ideas is the driven resonant-level model [3,23,51–55]. Under the wide-band approximation, with proper splitting of the system-bath coupling, a consistent thermodynamic description with a proper formulation of the first and second laws can be established for the averaged thermodynamic observables, including situations where the system-bath coupling is time dependent [53]. However, the coupling splitting assumption may fail to reproduce higher moments in the energy distribution [52].

With this background in mind, in the present paper, we will study the quantum thermodynamics of general systems from the perspective of the full density matrix for the system-bath composite. The present method does not make any assumptions regarding the complexity of the original system or bath, allowing the inclusion of interactions and treating fermionic and bosonic systems on an equal footing. This scheme can be seen as a natural extension of the strategies developed in Refs. [51,56] for strongly coupled systems near equilibrium. Our key ingredient for defining consistent thermodynamic quantities relies on separating the dynamic evolution of the quantities from the (assumed slow) driving terms [23,57]:

\[
\frac{d}{dt} = \frac{\partial}{\partial t} + \sum_{\alpha} \dot{R}^\alpha \partial_{\alpha},
\]

where \(R^\alpha\) are system parameters that are modulated over time, with \(\dot{R}^\alpha\) being the imposed driving speeds. Starting from the equation of motion for the full density operator and assuming different timescales for the internal time evolution \(\frac{d}{dt}\) and the driving processes \(\dot{R}^\alpha\), we obtain the full density operator in a power series in the driving speeds beyond first order [58].

By implementing this approach we will be able to consistently define thermodynamic quantities of the full composite system as well as for the driven subsystem, which naturally reduce to their equilibrium values at vanishing driving speeds. When applied to the driven resonant-level model, this approach matches previously obtained results [3,51,52]. Moreover, beyond most approaches, our formalism allows for electron-electron interactions, which we shall demonstrate gives rise to interesting Kondo resonances in the evaluated thermodynamic quantities. Up to the second order in the driving rate, we find that entropy production is related to frictional work. For the case of one fermionic or bosonic bath, such friction is positive definite, in agreement with the second law of thermodynamics. However, as will become clear below, the proper definition of entropy above second order in the driving rates and in presence of multiple baths under nonequilibrium conditions will require further studies.

To avoid confusion, a note should be made about language. The system of interest is a driven microscopic subsystem that interacts, possibly strongly, with its macroscopic environment. Together, this subsystem and its environment constitute a macroscopic system that we refer to as the total, full, or composite system. This full system can be treated within macroscopic thermodynamics as a closed system or as a system open to energy exchange (canonical) or energy and particle exchange (grand canonical) with an even larger equilibrium environment (referred to below as “superbath”) characterized by temperature \(T\) and chemical potential \(\mu\). One may safely assume that the dynamics and thermodynamic properties (assuming the latter can be defined) of the driven microscopic system do not depend on the nature of the interaction between the full system and the superbath, however, we will see that some thermodynamic considerations may depend on how this interaction is taken into account.

We organize the paper as follows. In Sec. II, we establish the first law of thermodynamics in the quasistatic limit. In Sec. III, we extend the results into the finite speed, and connect the entropy change to frictional work. In Sec. IV, we introduce system-bath separation, reformulate thermodynamics law for the subsystem, and apply the results to the resonant-level model. An interesting Kondo resonance in thermodynamic quantities shows up when electron-electron interactions are included. We conclude in Sec. V.

II. STATIC AND QUASISTATIC THERMODYNAMICS

We start by reviewing the quasistatic (reversible) limit. In this limit, the modulation of Hamiltonian parameters is done slowly enough relative to relaxation processes that bring the system to equilibrium. Consequently, the system evolves adiabatically while remaining at equilibrium with its environment for the instantaneous values of the modulated parameters.

A. Static thermodynamics

We consider a very general large system consisting of fermions and/or bosons (or both) at equilibrium with an environment characterized by a temperature \(T = k_B \beta^{-1}\) and chemical potential \(\mu\). The equilibrium density operator \(\hat{\rho}^{(0)}\) is

\[
\hat{\rho}^{(0)} = e^{\hat{H} - \mu \hat{N}} / \Omega,
\]

where \(\Omega\) is the grand canonical partition function, \(\Omega = \text{Tr}(e^{\hat{H} - \mu \hat{N}})\), and \(\hat{N}\) is the particle number operator. We consider the case where \(\hat{H}\) commutes with \(\hat{N}\), such that \(\hat{\rho}^{(0)}\) is well defined.\(^1\) The static free energy (grand potential) \(F^{(0)}\),

\(^1\)This implies that we disregard the coupling responsible for the exchange of particles between system and “superbath” environment as is the practice for describing equilibrium systems in the thermodynamic limit.
defined by
\[ F^{(0)} = -\frac{1}{\beta} \ln \Omega \] (3)
can be used to calculate other thermodynamic quantities, such as the static number of particles \( N^{(0)} \)
\[ N^{(0)} = -\frac{\partial}{\partial \mu} F^{(0)} = \text{Tr}(\hat{N} \hat{\rho}^{(0)}) \] (4)
and the static entropy \( S^{(0)} \)
\[ S^{(0)} = -\frac{\partial F^{(0)}}{\partial T} = k_B \beta^2 \frac{\partial}{\partial \beta} F^{(0)} = k_B (\ln \Omega + \beta \text{Tr}(\hat{H} \hat{\rho}^{(0)}) - \beta \mu \text{Tr}(\hat{N} \hat{\rho}^{(0)})) \] (5)
so that the static system energy
\[ E^{(0)} = \text{Tr}(\hat{H} \hat{\rho}^{(0)}) \] (6)
satisfies
\[ E^{(0)} = F^{(0)} + T S^{(0)} + \mu N^{(0)}. \] (7)
Finally, from the definition of \( \hat{\rho}^{(0)} \) and using \( \text{Tr}(\hat{\rho}^{(0)}) = 1 \), we find
\[ \text{Tr}(\hat{\rho}^{(0)} \ln \hat{\rho}^{(0)}) = -\ln \Omega - \beta \text{Tr}(\hat{H} \hat{\rho}^{(0)}) + \beta \mu \text{Tr}(\hat{N} \hat{\rho}^{(0)}), \] (8)
such that the static entropy \( S^{(0)} \), Eq. (5), can be rewritten as
\[ S^{(0)} = -k_B \text{Tr}(\hat{\rho}^{(0)} \ln \hat{\rho}^{(0)}). \] (9)

B. Quasistatic thermodynamics: First order in driving speed

Now assume that the total system is subject to infinitesimally slow driving, such that \( \hat{H} \) is time dependent. To be specific, let \( \hat{H} \) depend on a parameter set \( \mathbf{R} = (R^1, R^2, \ldots, R^n, \ldots) \), which changes slowly over time. Henceforward, the speeds \( \{\dot{R}^i\} \) will be our essential constant parameters. In the quasistatic limit, i.e., infinitesimally slow driving (i.e., \( \dot{R}^i \approx 0 \)), we assume that the system remains equilibrated at each time step. In this limit, the rate of change for all thermodynamic quantities is simply given by the adiabatic derivative with respect to time, \( \frac{d}{dt} = \sum_a \dot{R}^a \partial_a \), of all the equations in Sec. II A. For example, the rate of change of the total energy in the quasistatic limit is, from Eq. (6),
\[ \dot{E}^{(1)} = \sum_a \dot{R}^a \partial_a E^{(0)} = \sum_a \dot{R}^a \text{Tr}(\partial_a \hat{H} \hat{\rho}^{(0)}) + \sum_a \dot{R}^a \text{Tr}(\hat{H} \partial_a \hat{\rho}^{(0)}). \] (10)
(The superscript \( ^{(1)} \) indicates quantities linear in the driving speeds \( \{\dot{R}^i\} \).) Similarly, the rate of work done and heat exchanged in this limit are [using Eqs. (3) and (5), respectively]
\[ \dot{W}^{(1)} = \sum_a \dot{R}^a \partial_a F^{(0)} = \sum_a \dot{R}^a \text{Tr}(\partial_a \hat{H} \hat{\rho}^{(0)}), \] (11)
\[ \dot{Q}^{(1)} = T \sum_a \dot{R}^a \partial_a S^{(0)} \]
\[ = \sum_a \dot{R}^a \text{Tr}(\hat{H} \partial_a \hat{\rho}^{(0)}) - \mu \sum_a \dot{R}^a \text{Tr}(\hat{N} \partial_a \hat{\rho}^{(0)}). \] (12)
Finally, from Eq. (4), the rate of change of the particle number in the quasistatic limit is
\[ \dot{N}^{(1)} = \sum_a \dot{R}^a \partial_a N^{(0)} = \sum_a \dot{R}^a \text{Tr}(\hat{N} \partial_a \hat{\rho}^{(0)}). \] (13)
Equations (10)–(13) imply that the first law of thermodynamics is obeyed in the quasistatic limit, namely, to the first order in \( \dot{R}^i \):
\[ \dot{E}^{(1)} = \dot{W}^{(1)} + \dot{Q}^{(1)} + \mu \dot{N}^{(1)}. \] (14)

Before leaving this section, a note of caution about the calculation of \( \dot{Q} \) should be made. A popular definition of work and heat in open systems is given in terms of the contribution to the total energy change
\[ \frac{dE}{dt} = \frac{d}{dt} \text{Tr}(\hat{H} \hat{\rho}) \]
\[ = \text{Tr}\left(\hat{H} \frac{d\hat{\rho}}{dt}\right) + \text{Tr}\left(\frac{d\hat{H}}{dt} \hat{\rho}\right) \]
\[ = \text{Tr}\left(\hat{H} \frac{d\hat{\rho}}{dt}\right) + \sum_a \dot{R}^a \text{Tr}(\partial_a \hat{\rho} \dot{\hat{H}}), \] (15)
where the second term on the right-hand side (RHS) is the work performed on the system and the first term represents the heat that enters (when positive) the system, per unit time. One might presume (before we consider thermodynamic functions of subsystems in Sec. IV), that the time evolution under consideration is that of the full system. However, in the closed full system comprising the subsystem of interest and its environment, the so-defined heat vanishes
\[ \frac{dQ}{dt} = \text{Tr}\left(\hat{H} \frac{d\hat{\rho}}{dt}\right) = -\frac{i}{\hbar} \text{Tr}(\hat{H}\dot{\hat{H}}) = 0. \] (16)
Furthermore, the same cancellation is true also for the corresponding grand canonical expression \( \frac{dQ}{dt} = \text{Tr}(\{\hat{H} - \mu \hat{N}\} \frac{d\hat{\rho}}{dt}) \) that takes into account possible change in number of particles, which vanishes for a closed system.

To reconcile this apparent anomaly, we note that the existence of finite heat current stems from the recognition that the actual time evolution of the density operator is given by
\[ \frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] - \hat{\Lambda} \hat{\rho}, \] (17)
where \( \hat{\Lambda} \hat{\rho} \) expresses the relaxation dynamics associated with the (small) coupling of the full system to a superbath of temperature \( T \) and chemical potential \( \mu \). This coupling brings the system to equilibrium for any given constant \( \mathbf{R} \). However, the coupling is assumed small enough so as not to affect the response of the system to the driving at any finite time.

III. NONADIABATIC THERMODYNAMICS AND ENTROPY PRODUCTION

Having provided the relevant background above, we next go beyond the quasistatic limit and address the case where the system is subject to a finite speed driving. The driven system state now deviates from equilibrium, giving rise to dissipation and entropy production.
A. Expansion of the density operator in driving speed

With finite speed driving, the equation of motion for the total system is

$$\frac{d}{dt} \hat{\rho}(R, t) = \frac{\partial}{\partial t} \hat{\rho} + \sum_{\nu} \dot{R}^\nu \partial_\nu \hat{\rho} = -\frac{i}{\hbar} [\hat{H}(R), \hat{\rho}]$$

or

$$\frac{\partial}{\partial t} \hat{\rho}(R, t) \equiv -\frac{i}{\hbar} \dot{\hat{H}} \hat{\rho} - \hat{L} \hat{\rho} \equiv -\frac{i}{\hbar} [\hat{H}, \hat{\rho}],$$

where we have used Eq. (1) to express the total time derivative of $\hat{\rho}$ (i.e., $d\hat{\rho}/dt$) as a combination of the explicit contribution $\partial \hat{\rho}/\partial t$ (which remains when the parameters $R$ are constants) and the term(s) associated with time evolution of the parameters $R$. The solution of Eq. (19) is then written as a power series in the driving speed:

$$\hat{\rho} = \hat{\rho}^{(0)} + \hat{\rho}^{(1)} + \hat{\rho}^{(2)} + \cdots,$$

where $\hat{\rho}^{(0)}$ represents contribution of order $n$ in $R$. Substituting Eq. (21) into Eq. (19) and matching orders of $R$ from both sides, we get a series of equations,

$$\frac{\partial}{\partial t} \hat{\rho}^{(0)} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}^{(0)}],$$

$$\frac{\partial}{\partial t} \hat{\rho}^{(1)} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}^{(1)}] - \sum_{\nu} \dot{R}^\nu \partial_\nu \hat{\rho}^{(0)},$$

$$\frac{\partial}{\partial t} \hat{\rho}^{(n)} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}^{(n)}] - \sum_{\nu} \dot{R}^\nu \partial_\nu \hat{\rho}^{(n-1)}, \quad n > 1.$$

Under the assumption that the dynamics represented by Eq. (22) is much faster than the time evolution of the parameters $R$, the (time-independent) equilibrium solution of Eq. (22) can be used as a boundary condition defining the inhomogeneous term in Eq. (23) [59], so that we can then proceed to solve for $\hat{\rho}^{(1)}$ (and $\hat{\rho}^{(n)}$, $n > 1$):

$$\hat{\rho}^{(1)}(R, t) = -\sum_{\nu} \int_0^t e^{-i\hat{H}(t-t')/\hbar} \dot{R}^\nu \partial_\nu \hat{\rho}^{(0)} e^{i\hat{H}(t-t')/\hbar} dt'$$

$$\hat{\rho}^{(n)}(R, t) = -\sum_{\nu} \int_0^t e^{-i\hat{H}(t-t')/\hbar} \dot{R}^\nu \partial_\nu \hat{\rho}^{(n-1)} \times e^{i\hat{H}(t-t')/\hbar} dt'; \quad n > 1.$$ 

Note that as it stands, Eq. (22) does not have a unique steady-state solution, as any function of $\hat{H}$ provides such a solution. Choosing the equilibrium solution $\hat{\rho}^{(0)}(R) = e^{-\beta(\hat{H}(R)-\mu N)/\Omega}$ to generate the higher-order terms in Eqs. (25) and (26) is again based on the recognition that the actual time evolution is given by Eq. (17) that includes (small) coupling to an external equilibrium environment (superbath). This coupling brings the system to equilibrium for any given constant $R$, however the coupling is assumed small enough so as not to affect the response of the system to the driving at any finite time; see also the discussion at the end of Sec. II.

As will be discussed below, we will assume the timescale to bring the system back to equilibrium is faster than the driving speed. This is indeed the strongest approximation (or assumption) we have made in this paper; see the discussion under Eq. (28).

$$\hat{\rho}^{(0)}(R) \text{ depends only on } R \text{ and does not depend on } t \text{ explicitly, whereas } \hat{\rho}^{(n)}(R, t), (n \geq 1) \text{ depends on } t \text{ explicitly. Note also that}$$

$$\text{Tr} \hat{\rho} = \text{Tr} \hat{\rho}^{(0)} = 1,$$

hence,

$$\text{Tr} \hat{\rho}^{(n)} = 0, \quad n \geq 1.$$ 

In what follows we make another simplification, made possible by the nature of our problem. While the composite system under discussion is macroscopic (comprising the microscopic system of interest and its macroscopic environment), the changes represented by $R$ are local, taking place within the microscopic subsystem or at its boundary (that is, in its coupling to the rest of the full system). The evolution $e^{-i\hat{H}(t-t')/\hbar} \dot{\hat{H}} \partial_\mu \hat{\rho}^{(0)} e^{i\hat{H}(t-t')/\hbar}$ under the full system Hamiltonian takes the deviation of $\hat{\rho}^{(0)}$ from equilibrium, caused by a change in $R$, back to zero. Assuming that this relaxation is fast relative to the driving speed, we can make the Markovian approximation

$$\hat{\rho}^{(1)}(R) \approx -\sum_{\nu} \hat{R}^\nu \int_0^\infty e^{-i\hat{H}/\hbar} \hat{\rho}^{(0)} e^{i\hat{H}/\hbar} dt'$$

$$\equiv -\sum_{\nu} \hat{R}^\nu \hat{L}^{-1} \partial_\nu \hat{\rho}^{(0)}.$$ 

We have denoted $\hat{L}^{-1}(\cdot) = \int_0^\infty e^{-i\hat{H}/\hbar}(\cdot) e^{i\hat{H}/\hbar} dt' \quad [57]$. Note that, with a constant $R$, $\hat{\rho}^{(1)}$ in this Markovian limit only depends on $R$ (not on $t$ explicitly). Consequently, the nth order correction is, under the same Markovian assumption,

$$\hat{\rho}^{(n)}(R) \approx -\sum_{\nu} \hat{R}^\nu \hat{L}^{-1} \partial_\nu \hat{\rho}^{(n-1)}$$

$$= \left( -\sum_{\nu} \hat{R}^\nu \hat{L}^{-1} \partial_\nu \right)^n \hat{\rho}^{(0)}, \quad n > 1.$$ 

Henceforward, we will refer to results associated with $\hat{\rho}^{(1)}$ as nonadiabatic.

B. Nonadiabatic thermodynamics:
Second order in driving speed

With the results above, let us now calculate the rate of change of the thermodynamic quantities up to the second order in driving speed by replacing $\hat{\rho}^{(0)}$ in Eqs. (10)–(13) with $\hat{\rho}^{(1)}$, Eq. (29) [56],

$$\dot{\hat{E}}^{(2)} = -\sum_{\alpha,\nu} \hat{R}_\alpha \hat{R}^\nu \text{Tr}(\partial_\alpha \hat{L} \hat{\rho}^{(0)} \partial_\nu \hat{\rho}^{(0)})$$

$$- \sum_{\alpha,\nu} \hat{R}_\alpha \hat{R}^\nu \text{Tr}[\hat{H}_\alpha \partial_\nu (\hat{L}^{-1} \partial_\mu \hat{\rho}^{(0)})],$$

$$\dot{W}^{(2)} = -\sum_{\alpha,\nu} \hat{R}_\alpha \hat{R}^\nu \text{Tr}(\partial_\alpha \hat{L} \hat{\rho}^{(0)} \partial_\nu \hat{\rho}^{(0)}).$$
\[ \dot{\mathcal{Q}}^{(2)} = -\sum_{av} \hat{R}^a \hat{R}^v \text{Tr} [\hat{H} \rho_a (\hat{L}^{-1} \hat{\partial}_v \hat{\rho}^{(0)})] + \mu \sum_{av} \hat{R}^a \hat{R}^v \text{Tr} [\hat{N} \hat{\partial}_a (\hat{L}^{-1} \hat{\partial}_v \hat{\rho}^{(0)})], \] 

(33)

and

\[ \mu \dot{N}^{(2)} = -\mu \sum_{av} \hat{R}^a \hat{R}^v \text{Tr} [\hat{N} \hat{\partial}_a (\hat{L}^{-1} \hat{\partial}_v \hat{\rho}^{(0)})]. \] 

(34)

Note that the second-order work rate, Eq. (32), is related to dissipation,

\[ \dot{W}^{(2)} = -\sum_{av} \hat{R}^a \hat{R}^v \text{Tr} (\partial_a \hat{H} \hat{L}^{-1} \partial_v \hat{\rho}^{(0)}) = \sum_{av} \hat{R}^a \gamma_{av} \hat{R}^v, \] 

(35)

where the friction tensor \( \gamma_{av} \) is defined by [57,59–61]

\[ \gamma_{av} = \text{Tr} (\partial_a \hat{H} \hat{L}^{-1} \partial_v \hat{\rho}^{(0)}). \] 

(36)

Generalizing the result of Eq. (14), we now find that the first law of thermodynamics is obeyed to the second order in \( R \) (i.e., in the nonadiabatic limit):

\[ \dot{E}^{(2)} = \dot{W}^{(2)} + \dot{\mathcal{Q}}^{(2)} + \mu \dot{N}^{(2)}. \] 

(37)

As already alluded to at the end of Sec. II and following Eq. (26), the heat and particle current are characteristics of the openness of the full system to the superbath that determines the temperature and chemical potential of the equilibrium system. As discussed above, this information enters through the imposed form of \( \hat{\rho}^{(0)} \) and does not explicitly depend on the coupling to this superbath. These results for rates of change of the thermodynamic functions are mathematically consistent, but their physical interpretation should be assessed carefully as further discussed below.

C. Entropy production

Next consider entropy production. At equilibrium, the von Neumann entropy, Eq. (9), is the proper extension of the Gibbs entropy to quantum statistical thermodynamics. Here, as in Refs. [51,55] we explore the use of the same concept to slowly driven nonequilibrium systems by simply replacing the static density operator \( \hat{\rho}^{(0)} \) by the full density operator \( \hat{\rho} \) [Eq. (21)]

\[ S = -k_B \text{Tr} (\hat{\rho} \ln \hat{\rho}). \] 

(38)

The first-order correction to \( S^{(0)} \) is (see Appendix E)

\[ S^{(1)} = -k_B \text{Tr} (\hat{\rho}^{(1)} \ln \hat{\rho}^{(0)}) \] 

(39)

or

\[ S^{(1)} = \frac{1}{T} \text{Tr} (\hat{\rho}^{(1)} \hat{H}) - \frac{1}{T} \text{Tr} (\hat{\rho}^{(1)} \hat{N}) + \frac{1}{T} \sum_v \hat{R}^v \text{Tr} (\hat{H} \hat{L}^{-1} \partial_v \hat{\rho}^{(0)}) + \mu \frac{1}{T} \sum_v \hat{R}^v \text{Tr} (\hat{N} \hat{L}^{-1} \partial_v \hat{\rho}^{(0)}). \] 

(40)

Finally, we take the derivative of \( S^{(1)} \) with respect to time in order to calculate the rate of change of the entropy to second order in driving speed,

\[ \dot{S}^{(2)} = \sum_a \hat{R}^a \partial_a S^{(1)} \]

\[ = -\frac{1}{T} \sum_{av} \hat{R}^a \hat{R}^v \text{Tr} (\partial_a \hat{H} \hat{L}^{-1} \partial_v \hat{\rho}^{(0)}) - \frac{1}{T} \sum_{av} \hat{R}^a \hat{R}^v \text{Tr} (\hat{N} \partial_a (\hat{L}^{-1} \partial_v \hat{\rho}^{(0)})]. \] 

(41)

With Eqs. (32) and (33), we find

\[ \dot{S}^{(2)} = \frac{\dot{\mathcal{Q}}^{(2)}}{T} + \frac{\dot{W}^{(2)}}{T}. \] 

(42)

For one electronic (or bosonic) bath, Eq. (36), is positive definite [57,61], so that the second law of thermodynamics is satisfied,

\[ \dot{S}^{(2)} - \frac{\dot{\mathcal{Q}}^{(2)}}{T} = \frac{\dot{W}^{(2)}}{T} = \frac{1}{T} \sum_{av} \hat{R}^a \gamma_{av} \hat{R}^v \geq 0. \] 

(43)

The relationship [Eq. (42)], which has been reported previously in the literature [3,51,56], indicates that the extension of Eq. (38) for the entropy to driven nonequilibrium systems is consistent with our understanding of the entropy concept, in particular the association of entropy production with the (positive definite) energy dissipation, at least up to the second order in the driving speed. Several other points should be noted:

(i) Using Eq. (37), Eq. (42) may be rewritten in the form

\[ \dot{E}^{(2)} = \dot{W}^{(2)} - \mu \dot{N}^{(2)} = T \dot{S}^{(2)}. \] 

(44)

The corresponding first-order relation [Eq. (14) with \( \dot{Q}^{(1)} = T \dot{S}^{(1)} \)] is

\[ \dot{E}^{(1)} - \mu \dot{N}^{(1)} = T \dot{S}^{(1)} + \dot{W}^{(1)}. \] 

(45)

Indeed, Eqs. (44) and (45) can be derived starting from the total averaged energy and particle number written in terms of the full density operator,

\[ E - \mu N = \text{Tr} (\hat{\rho} (\hat{H} - \mu \hat{N})) = -\frac{1}{\beta} \text{Tr} (\hat{\rho} \ln e^{-\beta (\hat{H} - \mu \hat{N})}) = -\frac{1}{\beta} \text{Tr} (\hat{\rho} \ln \hat{\rho}^{(0)}) - \frac{1}{\beta} \ln \Omega. \] 

(46)

With Eq. (21), the above equation gives

\[ E^{(0)} - \mu N^{(0)} = \text{Tr} [\hat{\rho}^{(0)} (\hat{H} - \mu \hat{N})] = -\frac{1}{\beta} \text{Tr} (\hat{\rho}^{(0)} \ln \hat{\rho}^{(0)}) - \frac{1}{\beta} \ln \Omega \] 

(47)

\[ E^{(n)} - \mu N^{(n)} = \text{Tr} [\hat{\rho}^{(n)} (\hat{H} - \mu \hat{N})] = -\frac{1}{\beta} \text{Tr} (\hat{\rho}^{(n)} \ln \hat{\rho}^{(0)}) - \frac{1}{\beta} \ln \Omega, \quad n \geq 1. \] 

(48)

From Eq. (9), Eq. (47) is just \( E^{(0)} - \mu N^{(0)} = T S^{(0)} - \frac{1}{\beta} \ln \Omega \), while using Eq. (39) and \( \text{Tr} \hat{\rho}^{(1)} = 0 \), the \( n = 1 \) equation of
Eq. (48) is $E^{(1)} - \mu N^{(1)} = T S^{(1)}$. The time derivatives of these two equations yield Eq. (45) (since $W^{(t)} = dF^{(0)}/dt = -\beta^{-1}d/dt \ln \Omega$ and Eq. (44), respectively).

(ii) Beyond second order, however, while $E^{(n)} - \mu N^{(n)} = -1/\beta \text{Tr}(\hat{\rho}^{(n)} \ln \hat{\rho}^{(0)})$ we cannot relate this expression to the corresponding order of the entropy expansion. Namely, while such an expansion can be formally obtained from Eqs. (38) and (21), we find that

$$\delta S^{(n)} \neq -k_B \text{Tr}(\hat{\rho}^{(n)} \ln \hat{\rho}^{(0)}), \quad n \geq 2$$

so that $E^{(n)} - \mu N^{(n)} \neq T S^{(n)}$, $n \geq 2$. Consequently

$$\dot{E}^{(n+1)} - \mu N^{(n+1)} \neq T \dot{S}^{(n+1)}, \quad n \geq 2$$

so that this procedure, which relies on the definition Eq. (38) appears to fail beyond second order.

(iii) In the quasistatic limit $\dot{\delta S}^{(1)} = \dot{Q}^{(1)}/T$, which tells us that the change of entropy in the full system is essentially given by the heat flux into the system. The departure from this relationship at the next (second) order expresses the fact that in addition to heat flux, there is an additional source of entropy—the dissipated work $W^{(2)}$. The latter is identified as the entropy production, $S^{(2)} - \dot{Q}^{(2)}/T = W^{(2)}/T > 0$. Note that in Ref. [55] the same physics was expressed from the outside perspective: The outward entropy flux was shown to be smaller than the outward heat flux divided by $T$ by the amount $W^{(2)}/T$, which expresses the increase in entropy remaining in the system due to the dissipated work.

(iv) As another way to look at the thermodynamics of the driven system, consider the equilibrium states 1 and 2 that correspond to two sets of system parameters, $R_1$ and $R_2$, respectively. Starting from state 1 consider a protocol $R(t)$ that eventually takes the system to state 2. Since both states 1 and 2 are well-defined equilibrium states, the change in any state function $F$ is independent of the protocol and can be calculated from the integral over the quasistatic process, $\Delta F = F(2) - F(1) = \int_{t_1}^{t_2} d\tau F(\tau)$. Consequently, for any driving protocol, any state function must satisfy $\delta F = 0$, where the excess function $\delta F$ is defined by $\delta F = F(t) - F^{(1)}(t)$. The work obviously depends on the $R(t)$ protocol and is given by the first term on the RHS of Eq. (15), $W = \int_{t_1}^{t_2} d\tau \text{Tr}(\hat{\rho} \sum_\alpha R^\alpha \delta H R^\alpha)$. The excess work, $\delta W = W - W^{(1)}$ is the dissipated work associated with the irreversible driving.

In particular, to second order in the driving speed, dissipated work is given by $W^{(2)} = \int_{t_1}^{t_2} d\tau \sum_\alpha R^\alpha \gamma_\alpha R^\alpha$. Energy is a state function with $\delta E = 0$, and so the first law implies that this excess work equals the excess heat that is given to the superbath during the process, $\delta W = -\dot{Q} = -(Q - Q^{(1)})$, and consequently

$$\delta S = \int_{t_1}^{t_2} d\tau \dot{S}^{(2)} = \int_{t_1}^{t_2} d\tau (\dot{W}^{(2)}/T + \dot{\dot{Q}}^{(2)}/T) = 0,$$

which is consistent with the fact that $S$ is a state function.

The apparent contrast between Eqs. (51) and (42) needs to be clarified: Eq. (51) states the obvious—the system entropy change between two equilibrium states is fully accounted for by the corresponding quasistatic process, irrespective of driving protocol; whereas Eq. (42) quantifies the instantaneous rate of system entropy change due to dissipative processes along a trajectory on which the system is driven at finite speed. First, note that $\int_{t_1}^{t_2} d\tau \dot{S}^{(2)} \neq 0$ if the integral is done between any two points along the finite-speed trajectory. It vanishes only between equilibrium points, i.e., when the driving came to rest and enough time has passed to allow the system to equilibrate. Second, in the latter case, when states 1 and 2 are equilibrium states, the fact that $\int_{t_1}^{t_2} d\tau \dot{S}^{(2)} = 0$ for any driving protocol used to induce the 1 $\rightarrow$ 2 process only means that any entropy produced in the process is associated with the heat transferred to the external superbath. The excess entropy produced when this protocol induces irreversible dynamics (such as with finite-speed driving but including the relaxation that takes place after the driving stops until the system comes to complete equilibrium) can be identified as $T^{-1}\delta Q = T^{-1} \int_{t_1}^{t_2} d\tau \dot{Q}^{(2)}$, provided that $\dot{Q}^{(2)}$ describes also the heat transferred to/from the superbath during this relaxation segment.

In light of these remarks, the physical content of Eq. (42) can be understood as follows. In the expression $S^{(2)} = (W^{(2)} + \dot{Q}^{(2)})/T$, $W^{(2)} > 0$ is the excess work done because of the finite-speed driving. At the end, all this excess work will exit as heat to the superbath of temperature $T$, implying entropy change in the universe of $T^{-1} \int_{t_1}^{t_2} d\tau \dot{Q}^{(2)}$. However, at any point in time $-\dot{Q}^{(2)}$ is the rate of heat escaping the system into the superbath (note that our choice of sign is that positive $Q$ describes heat entering the system) and the difference $\dot{Q}(2) = [W^{(2)} - (-\dot{Q}^{(2)})]/T$ quantifies the entropy increase in the system. The total rate of entropy production is $S^{(2)} = (-\dot{Q}^{(2)}/T)$, the sum of rates of excess entropy generated in the system [calculated as the second-order contribution, $\delta S^{(2)}$, to $(d/d\tau)\text{Tr}(\hat{\rho} \ln \hat{\rho})$, Eqs. (38)-(40)], plus the rate of excess entropy produced in the superbath. In a change between equilibrium states no excess entropy is produced in the system, $\int_{t_1}^{t_2} d\tau \dot{Q}^{(2)} = 0$, and all the excess work is dissipated as heat into the external superbath, $\int_{t_1}^{t_2} d\tau \dot{W}^{(2)} = -\int_{t_1}^{t_2} d\tau \dot{Q}^{(2)}$.

Our discussion so far has focused on the thermodynamics of the full system. Next we consider the thermodynamics of the interesting subsystem on which the driving is done: We assume that the parameters $R$ characterize this subsystem and/or its interaction with its environment.

IV. SYSTEM-BATH SEPARATION

In the above treatment, the basis for the Markovian assumption, Eq. (29), was the local nature of the driving. Here we further explore this local nature by separating the full system considered above into a subsystem D (henceforth referred to as “dot”) and a bath B, with the Hamiltonian written as

$$\hat{H} = \hat{H}_D + \hat{H}_B + \hat{H}_I,$$

where $\hat{H}_I$ is the coupling between the subsystem and bath. While the analysis above has focused on the effect of driving on the thermodynamics of the full $D+B$ system, our aim now is to address, as usually done, the thermodynamic properties of the subsystem of interest—the dot D. With this in mind we assume that the driving takes place within this subsystem, that is, $\hat{H}_D = \hat{H}_D(R)$ while $\hat{H}_B$ and $\hat{H}_I$ are constant. We also assume that the system number operator $\hat{N}_D$ is independent of $R$. The dot and its driving dynamics can otherwise be general, with arbitrary number of levels and driving parameters.
In the weak subsystem-bath coupling regime, the distinction between subsystem and bath is based on two attributes: First, the subsystem is the focus of our interest (in the present case because it is the subject of the external driving and of any subsequent measurement) and second, it is assumed the subsystem-bath coupling is much weaker than the interactions that bring the bath to thermal equilibrium. Under these assumptions the full density operator is written as a direct product of the subsystem density operator and the density operator of the equilibrium bath ($\hat{\rho} = \hat{\rho}_D \otimes \hat{\rho}_B^{\text{eq}}$) and the evolution of subsystem properties is obtained by evaluating $\hat{\rho}_D$.

In the strong coupling regime, however, subsystem and bath become entangled and such a decomposition of $\hat{\rho}$ does not hold. Still, even in this case it would be possible to consider separately the thermodynamic properties of the two subsystems provided that an unambiguous way exists for splitting the contribution of the interaction operator $\hat{H}_I$ between them.

In general no such procedure exists. However, the expectation values of single-particle operators can be separated between the two subsystems based on the following considerations:

The expectations values of such operators can be written as traces over single-particle states involving the single-particle density matrix. For example, if $\hat{A}$ is such an operator, $\hat{A} = \sum_{i \in D,j} A_{ij} \hat{c}_i^+ \hat{c}_j$ (where $\hat{c}$ and $\hat{c}_i^+$ are single-particle annihilation and creation operators), the expectation value of $\hat{A}$ can be written in the basis of single-particle states of the free D and B systems, respectively, in the form

$$\langle \hat{A} \rangle = \text{Tr}(\hat{\rho} \hat{A}) = \frac{1}{2} \text{Tr}(\hat{\rho} \hat{A} + \hat{A} \hat{\rho}) = \sum_{i,j} \frac{1}{2} (A_{ij} \sigma_{ji} + \sigma_{ij} A_{ji})$$

$$= \sum_{i \in D,j} \frac{1}{2} (A_{ij} \sigma_{ji} + \sigma_{ij} A_{ji}) + \sum_{i \in B,j} \frac{1}{2} (A_{ij} \sigma_{ji} + \sigma_{ij} A_{ji})$$

$$\equiv \langle \hat{A} \rangle_D + \langle \hat{A} \rangle_B. \quad (53)$$

The symmetric forms of $\langle \hat{A} \rangle_D$ and $\langle \hat{A} \rangle_B$ are needed to guarantee that these expectations are real valued. $\sigma$ here is the single-particle density matrix, $\sigma_{ij} = \text{Tr}(\hat{\rho} \hat{c}_i^+ \hat{c}_j)$. This suggests a natural separation of averaged single-particle observables into parts associated with the individual subsystems. When $\hat{A} = \hat{N} = \hat{N}_D + \hat{N}_B$ is the number operator, this expresses the trivial separability of the total particle number into a sum of particle numbers in the two subsystems. When $\hat{A}$ is a Hamiltonian of a noninteracting fermion or boson model, that is, Eq. (52) with $\hat{H}_D = \sum_d \epsilon_d \hat{c}_d^+ \hat{c}_d$, $\hat{H}_B = \sum_b \epsilon_b \hat{c}_b^+ \hat{c}_b$, $\hat{H}_I = \sum_{db} V_{db} (\hat{c}_d^+ \hat{c}_b + \hat{c}_b^+ \hat{c}_d)$, we have $\langle \hat{H} \rangle = \text{Tr}(\hat{\rho} \hat{H}) = \langle \hat{H} \rangle_D + \langle \hat{H} \rangle_B$ with [similar to Eq. (53)],

$$\langle \hat{H} \rangle_D = \sum_d \sigma_d \hat{\rho}_{dd} + \frac{1}{2} \sum_{bd} (V_{db} \sigma_{db} + \sigma_{db} V_{db})$$

$$= \langle \hat{H}_D \rangle + \frac{1}{2} \langle \hat{H}_I \rangle \quad (54)$$

and

$$\langle \hat{H} \rangle_B = \sum_b \sigma_b \hat{\rho}_{bb} + \frac{1}{2} \sum_{bd} (V_{db} \sigma_{db} + \sigma_{db} V_{db})$$

$$= \langle \hat{H}_B \rangle + \frac{1}{2} \langle \hat{H}_I \rangle, \quad (55)$$

where $\langle \hat{H}_I \rangle = \text{Tr}(\hat{\rho} \hat{H}_I)$. Thus, the assumption that the interaction energy between the two subsystems is evenly split between them, assumed in several recent papers [51,56], naturally holds in models of noninteracting bosons or fermions [62]. Figure 1 provides a schematic view of this splitting. It should be emphasized, however, that this result holds only for a restricted set of models and for expectation values of operators with bilinear system-bath coupling. In general, it is not true that $\hat{H}_D + \frac{1}{2} \hat{H}_I$ and $\hat{H}_B + \frac{1}{2} \hat{H}_I$ are effective Hamiltonians for the two subsystems; these effective Hamiltonians can be used to calculate first moments of the energy distribution, but will in general fail capturing higher moments [52].

Assuming that this even splitting of $\langle \hat{H}_I \rangle$ between the D and B system holds, we can now consider the thermodynamic properties of each subsystem. In particular we focus on the dot D. Note that when considering the full D+B system we must resort to the (at least conceptual) existence of a super bath that maintains the equilibrium properties of the (otherwise closed) system, but at the same time, the dynamics at the D-B interface should not depend on the existence of such a super bath. Thus, when we focus now on the subsystem D, we will proceed by considering D+B as a closed system, keeping in mind that B is infinite large. For this closed system we can write

$$\dot{\hat{H}} = \dot{\hat{H}}_D^{\text{eff}} + \dot{\hat{H}}_B^{\text{eff}} \quad (56)$$

$$\dot{\hat{H}}_D^{\text{eff}} = \dot{\hat{H}}_D + \frac{1}{2} \dot{\hat{H}}_I \quad (57)$$

$$\dot{\hat{H}}_B^{\text{eff}} = \dot{\hat{H}}_B + \frac{1}{2} \dot{\hat{H}}_I, \quad (58)$$

which is assumed to hold as long as we limit ourselves to the calculation of first moments of these operators. Furthermore, obviously $\hat{N} = \hat{N}_D + \hat{N}_B$.

**First law.** We can now consider the energy change in the full system

$$\frac{dE}{dt} = \text{Tr} \left( \frac{d\hat{H}}{dt} \hat{\rho} \right) + \text{Tr} \left( \hat{H}_D^{\text{eff}} \frac{d\hat{\rho}}{dt} \right)$$

$$= \text{Tr} \left( \frac{d\hat{H}_D}{dt} \hat{\rho} \right) + \text{Tr} \left[ \left( \hat{H}_D^{\text{eff}} + \hat{H}_B^{\text{eff}} \right) \frac{d\hat{\rho}}{dt} \right] \quad (59)$$
and its trivial (since \( d \tilde{N}/dt = 0 \) for this closed system) extension

\[
\frac{d(E - \mu N)}{dt} = \text{Tr} \left( \frac{d\hat{H}}{dt} \hat{\rho} \right) + \text{Tr} \left[ (\hat{H} - \mu \tilde{N}) \frac{d\hat{\rho}}{dt} \right] = \text{Tr} \left( \frac{d\hat{H}_D}{dt} \hat{\rho} \right) + \text{Tr} \left[ (\hat{H}_D^{\text{eff}} + \hat{H}_B^{\text{eff}} - \mu (\tilde{N}_D + \tilde{N}_B) ) \frac{d\hat{\rho}}{dt} \right].
\]

The last terms on the RHS of Eqs. (59) and (60) vanish for the full closed system [see Eq. (16) and subsequent text]. However, these expressions can be separated into their dot and bath parts. In particular

\[
\dot{\mathcal{E}}_D = \mu \tilde{N}_D + \dot{W}_D + \dot{Q}_D,
\]

where

\[
\dot{W}_D = \text{Tr} \left( \frac{d\hat{H}_D^{\text{eff}}}{dt} \hat{\rho} \right) = \text{Tr} \left( \frac{d\hat{H}_D}{dt} \hat{\rho} \right),
\]

\[
\tilde{N}_D = \text{Tr} \left( \frac{d\hat{N}_D}{dt} \hat{\rho} \right),
\]

\[
E_D = \text{Tr} \left( \hat{H}_D^{\text{eff}} \hat{\rho} \right),
\]

and

\[
\dot{Q}_D = \text{Tr} \left( (\hat{H}_D^{\text{eff}} - \mu \tilde{N}_D) \frac{d\hat{\rho}}{dt} \right),
\]

thus establishing the first law of thermodynamics for the subsystem D. This result stems only from the separability expressed by Eqs. (56)–(58). For slow driving we can further apply the expansion [Eq. (21)] of the full density operator \( \hat{\rho} \) in powers of the driving speed \( \mathbf{R} \), \( \dot{\rho} = \dot{\rho}^{(0)} + \dot{\rho}^{(1)} + \cdots \), and rewrite Eq. (61) in the corresponding orders

\[
\hat{E}_D^{(1)} = \mu \tilde{N}_D^{(1)} + W_D^{(1)} + Q_D^{(1)}
\]

\[
\hat{E}_D^{(2)} = \mu \tilde{N}_D^{(2)} + W_D^{(2)} + Q_D^{(2)},
\]

where the first- and second-order rates are obtained by replacing \( \dot{\rho} \) by \( \dot{\rho}^{(0)} \) and \( \dot{\rho}^{(1)} \) in Eqs. (62)–(65), respectively. Note that if only \( \hat{H}_D \) is changing by the driving, \( W_D^{(2)} = W_D^{(1)} = 0 \) [cf. Eq. (43)].

While the work term in the above expressions is conceptually straightforward, the physical content of the heat term is less obvious. Note that [since \( \tilde{Q}_D = \tilde{Q}_B = 0 \), see Eq. (16)]

\[
\dot{Q}_D = \text{Tr} \left[ (\hat{H}_D^{\text{eff}} - \mu \tilde{N}_D) \frac{d\hat{\rho}}{dt} \right] = -\tilde{Q}_B
\]

\[
= -\text{Tr} \left[ (\hat{H}_B^{\text{eff}} - \mu \tilde{N}_B) \frac{d\hat{\rho}}{dt} \right],
\]

so that the total energy and number of particles are conserved. However, Eq. (68) is a statement that particles exchanged with the bath will eventually, even if on a very different timescale, be exchanged with a superbath of chemical potential \( \mu \).

Entropy. The entropy of the full closed D+B system, \( S = -k_B \text{Tr}(\hat{\rho} \ln \hat{\rho}) \), is conserved during its unitary evolution. This is easily shown explicitly, repeating the procedure outlined in Appendix E:

\[
\frac{d}{dt} S = -k_B \text{Tr}(\frac{d\hat{\rho}}{dt} \ln \hat{\rho}) - k_B \text{Tr}(\hat{\rho} \frac{d\hat{\rho}}{dt} \ln \hat{\rho}) = 0.
\]

This implies that, as in Eq. (68), if proper splitting of the entropy to its D and B parts can be formulated, changes in the subsystem entropies will reflect entropy flow between them (see also Ref. [55]). To define such partial entropies we use the already established splitting of the energy and number operators \( \hat{H} \) and \( \tilde{N} \) and rewrite the time evolution \( dS/dt \) in terms of these operators. To this end we use the expansion (21) and the definition (38) to write the corresponding expansion of \( S \).

\[
\frac{d}{dt} (S^{(0)} + S^{(1)} + \cdots) = -k_B \frac{d}{dt} \text{Tr}(\hat{\rho}^{(0)} + \hat{\rho}^{(1)} + \cdots \ln[\hat{\rho}^{(0)} + \hat{\rho}^{(1)} + \cdots]) = 0.
\]

The first two terms were obtained above: \( S^{(0)} = -k_B \text{Tr}(\hat{\rho}^{(0)} \ln \hat{\rho}^{(0)}) \) [Eq. (9)] and \( S^{(1)} = -k_B \text{Tr}(\hat{\rho}^{(1)} \ln \hat{\rho}^{(0)}) \) [Eq. (39)]. Using \( \text{Tr}(d\hat{\rho}/dt) = 0 \), the time derivative of the former is obtained as

\[
\dot{S}^{(1)} = \frac{d}{dt} S^{(0)} = \frac{1}{T} \text{Tr} \left[ (\hat{H} - \mu \tilde{N}) \frac{d\hat{\rho}^{(0)}}{dt} \right]
\]

while that of \( S^{(1)} \) is given by

\[
\dot{S}^{(2)} = \frac{1}{T} \frac{d}{dt} S^{(1)} = \frac{1}{T} \frac{d}{dt} \text{Tr}[\hat{\rho}^{(1)}(\hat{H} - \mu \tilde{N})].
\]

At this point we have expressed the entropy to first order in terms of \( \hat{H} \) and \( \tilde{N} \), so that we can adopt the splitting of Eqs. (56)–(58), and define the rate of entropy change in the subsystems. In particular,

\[
\dot{S}_D^{(1)} = \frac{1}{T} \text{Tr} \left[ (\hat{H}_D^{\text{eff}} - \mu \tilde{N}_D) \frac{d\hat{\rho}^{(0)}}{dt} \right]
\]

\[
\dot{S}_D^{(2)} = \frac{1}{T} \frac{d}{dt} \text{Tr}[\hat{\rho}^{(1)}(\hat{H}_D^{\text{eff}} - \mu \tilde{N}_D)].
\]

Using the definitions in Eq. (61)–(65), we arrive at

\[
T \dot{S}_D^{(1)} = \dot{E}_D^{(1)} - \mu \tilde{N}_D^{(1)} - \dot{W}_D^{(1)}
\]

\[
T \dot{S}_D^{(2)} = \dot{E}_D^{(2)} - \mu \tilde{N}_D^{(2)},
\]

where again, the different orders of \( \dot{Q}, \dot{W}, \) and \( \dot{N} \) are obtained by substituting the corresponding orders of \( \dot{\rho} \) in Eqs. (62)–(65).

Finally, as before, to the second order in the driving speed, the entropy change in subsystem D is seen to be associated
with the friction work: When the driving affects only \( \hat{H}_D \), the entropy production is given by \( T S_D^{(2)} - \dot{Q}_D^{(2)} = W_D^{(2)} = W \geq 0 \). However, as noted before, this formalism cannot be extended in a simple way to higher orders in the driving speed.

A. Resonant-level model

Several recent papers have considered the driven resonant-level model as a simple test platform for quantum thermodynamics in strongly interacting situations [3,51]. Here we apply the formalism developed above to this model. The Hamiltonian is

\[
\hat{H} = \epsilon_d(t) \hat{d}^\dagger \hat{d} + \sum_k V_k (\hat{d}^\dagger \hat{c}_k + \hat{c}_k^\dagger \hat{d}) + \sum_k \epsilon_k \hat{c}_k^\dagger \hat{c}_k, \tag{77}
\]

where the dot level (subsystem D with creation and annihilation operators now denoted \( \hat{d}^\dagger, \hat{d} \)) couples linearly to a manifold of electronic levels \( k \) of the bath B through \( V_k \). The retarded self-energy of the dot level is defined to be

\[
\Sigma(\epsilon) = \sum_k \frac{V_k^2}{\epsilon - \epsilon_k + i\eta}. \tag{78}
\]

Here, \( \eta \) is a positive infinitesimal. The corresponding spectral function is

\[
A(\epsilon) = \frac{-2 \text{Im} \Sigma(\epsilon)}{[\epsilon - \epsilon_d - \text{Re} \Sigma(\epsilon)]^2 + [\text{Im} \Sigma(\epsilon)]^2}. \tag{79}
\]

Applying the formalism of Sec. IV to this model, Eqs. (62)–(67) and (75)–(76) lead to explicit expressions for the different rates. In particular, the nonadiabatic correction to the work per unit time done to drive the system (frictional work) is obtained as (Appendix A)

\[
\dot{W}_D^{(2)} = -\frac{\hbar \epsilon_d^2}{2} \int \frac{d\epsilon}{2\pi} A^2 \frac{\partial f(\epsilon)}{\partial \epsilon}, \tag{80}
\]

where \( f(\epsilon) = [1 + \exp(\beta(\epsilon - \mu))]^{-1} \) is the Fermi distribution. It is obviously positive, satisfying the general result Eq. (43). The corresponding entropy change is given by (Appendix B)

\[
T S_D^{(2)} = \dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} = -\frac{\hbar \epsilon_d^2}{2} \int \frac{d\epsilon}{2\pi} (\epsilon - \mu) \frac{\partial A^2}{\partial \epsilon_d} \frac{\partial f(\epsilon)}{\partial \epsilon}, \tag{81}
\]

and can be shown (Appendix B) to satisfy the relationship [compare Eq. (42)]

\[
T S_D^{(2)} - \dot{Q}_D^{(2)} = \dot{W}_D^{(2)} \tag{82}
\]

from which the heat flux may be obtained. These results are obtained without invoking the wide-band approximation. If we further make this approximation the retarded self-energy [Eq. (78)] becomes pure imaginary and independent of \( \epsilon \), \( \Sigma(\epsilon) = -\frac{i\eta}{2} \). In this limit the heat current can be simplified to give (Appendix B)

\[
\dot{Q}_D^{(2)} = \dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} - \dot{W}_D^{(2)} = -\frac{\hbar \epsilon_d^2}{2} \int \frac{d\epsilon}{2\pi} (\epsilon - \mu) A^2 \frac{\partial^2 f(\epsilon)}{\partial \epsilon^2}. \tag{83}
\]

The corresponding results of \( W_D^{(2)}, \dot{Q}_D^{(2)} \), and \( S_D^{(2)} \) are in agreement with the results in Ref. [51].

In Fig. 2, we plot \( \dot{Q}_D^{(2)} \) for the resonant-level model. Note that \( \dot{Q}_D^{(2)} \) shows a dip near the Fermi level [when \( \epsilon_d(t) = \mu \)]. This dip reflects the fact that electrons exchanged between dot and bath at the Fermi energy do not produce heat as expressed by the \( \epsilon - \mu \) term in Eq. (83). Such a Fermi resonance has also been reported when calculating friction (see, e.g., Refs. [51,61]).

B. Bosonic system

Similarly, we can apply our approach to a bosonic system. Here, we investigate a simple bosonic system, where a primary bosonic mode couples with a noninteracting bosonic bath. To be specific, the total Hamiltonian can be written as

\[
\hat{H} = \Omega(t) \hat{a}^\dagger \hat{a} + \sum_m \omega_m \hat{b}_m^\dagger \hat{b}_m + \sum_m u_m (\hat{a}^\dagger \hat{b}_m + \hat{b}_m^\dagger \hat{a}). \tag{84}
\]

Here \( \hat{a} \) is the annihilation operator for the primary boson with time-dependent frequency \( \Omega(t) \). \( \hat{b}_m \) is the annihilation operator for the bosonic bath mode with frequency \( \omega_m \). The last term in the above equation describes the coupling between the primary boson and the bosonic bath. For simplicity, we will apply the rotating wave approximation, such that the coupling term (the last term in the above equation) is approximated by \( \sum_m u_m (\hat{a}^\dagger \hat{b}_m + \hat{b}_m^\dagger \hat{a}) \). Similar to the resonant-level model, we can define the strength of the coupling, \( \Gamma(\omega) = 2\pi \sum_m |u_m|^2 \delta(\omega_m - \omega) \). We will also invoke the wide-band approximation, such that \( \Gamma \) is independent of \( \omega \).

For the bosonic system, the number of bosons is not conserved (and one can simply set the corresponding chemical potential to be \( \mu = 0 \)). Apart from this difference, the calculation for the noninteracting bosonic system is very similar to the resonant-level model. We do not repeat the calculation, and simply show the results. With slow driving [\( \Omega(t) \) slowly varying as a function of time], the corresponding rate of work
to the second order in driving speed is
\[ W_{D}^{(2)} = -\frac{\hbar \Omega^2}{2} \int \frac{d\omega}{2\pi} A^2 \frac{\partial f_B(\omega)}{\partial \omega}. \] (85)
Here \( f_B(\omega) = [\exp(\omega/kT) - 1]^{-1} \), and \( A = \Gamma/[(\omega - \Omega)^2 + (\Gamma/2)^2] \). The corresponding rate of change of energy (to second order) is
\[ E_{D}^{(2)} = -\frac{\hbar \Omega^2}{2} \int \frac{d\omega}{2\pi} \frac{\partial A^2 \partial f_B(\omega)}{\partial \Omega \partial \omega}. \] (86)
Finally, the rate of change of heat production (to second order) is then given simply by \( \dot{Q}_{D}^{(2)} = E_{D}^{(2)} - W_{D}^{(2)} \). Thus, we recover the results reported in Ref. [56].

C. Anderson model

The general framework of Secs. II and III does not depend on the details of the system considered, and is applicable regardless of whether systems of free or interacting particles are considered. Such details are of course important for actual calculations of the thermodynamic functions. The simplest generalization of the resonant-level model [Eq. (77)] to include electron-electron interaction is the Anderson model
\[ \hat{H} = \epsilon_d(t) \sum_{\sigma} \hat{a}_d^\dagger \hat{a}_d + U \hat{d}_\uparrow^\dagger \hat{d}_\uparrow \hat{d}_\downarrow^\dagger \hat{d}_\downarrow \]
\[ + \sum_{k\sigma} V_k (\hat{d}_d^\dagger \hat{c}_{k\sigma} + \hat{c}_{k\sigma}^\dagger \hat{d}_d) + \sum_{k\sigma} \epsilon_k \hat{c}_{k\sigma}^\dagger \hat{c}_{k\sigma}, \] (87)
where now we include spin degrees of freedom, \( \sigma = \uparrow, \downarrow \), explicitly.

As discussed above, once we go beyond noninteracting particle models, the splitting, Eqs. (54) and (55) of the system bath interaction energy between system and bath does not hold rigorously. The calculation described below is based on the assumption that imposing such splitting, namely defining system and bath Hamiltonians by Eqs. (56)–(58) for the purpose of calculating average energies is still a reasonable approximation. Note that the calculation of the friction \( \gamma \) and the corresponding excess work \( W_D^{(2)} \) (Ref. [57]) does not require this splitting assumption. It is, however, needed for evaluating (or rather assigning) the thermodynamic energies associated with the dot subsystem.

In the calculation described below, we set
\[ \epsilon_d(t) = \epsilon_0 + \sqrt{2} g x(t), \] (88)
where \( x \) changes with time. In order to calculate the thermodynamic quantities we need to diagonalize the Anderson Hamiltonian Eq. (87), which can be done through numerical renormalization group (NRG) theory. For simplicity, we will apply the wide-band approximation, such that \( \Gamma = 2\pi \sum_k V_k^2 \delta(\epsilon - \epsilon_k) \) is a constant. The details behind an NRG calculation can be found in Ref. [63] and in the Supplemental Material of Ref. [57]. We also present crucial steps in Appendix D.

Here we use this model to calculate \( E_{D}^{(1)} - \mu N_{D}^{(1)} \), where
\[ E_{D}^{(1)} - \mu N_{D}^{(1)} = \text{Tr}[(\hat{H}_D^\text{eff} - \mu \hat{N}_D)\rho^{(1)}]. \] (89)
\( \dot{E}_{D}^{(2)} - \mu \dot{N}_{D}^{(2)} \) is then simply the derivative of \( E_{D}^{(1)} - \mu N_{D}^{(1)} \) with respect to \( t \) for \( x \), or \( \epsilon_d \) since we have defined \( \epsilon_d(t) = \epsilon_0 + \sqrt{2} g x(t) \). Without loss of generality, we will set \( \mu = 0 \), such that it is sufficient to calculate \( \dot{E}_{D}^{(1)} = \text{Tr}(\hat{H}_D^\text{eff} \dot{\rho}^{(1)}) \).

As shown in Fig. 3, \( E_{D}^{(1)} \) is nearly zero when electron-electron interactions are treated within a mean-field theory (MFT, see Appendix D). That being said, when these interactions are treated within NRG, we see notable peaks. Furthermore, these NRG peaks shift with temperature. Just as in Ref. [57], these peaks arise due to Kondo resonances. When electron interactions are treated within a mean-field theory, our results reduce to previous known results [51]. When electron-electron interactions are included, thermodynamic quantities show interesting Kondo resonances at low temperature. Finally, we emphasize that our current approach can be easily extended to multiple levels and beyond the wide-band

FIG. 3. With electron-electron interactions, \( E_{D}^{(1)} \) from MFT (dashed line) is nearly zero. The MFT result is plotted at \( k_B T = 10^{-6} \text{eV} \). At lower temperature, MFT results are even smaller (not shown). By contrast, NRG (solid lines) predicts notable peaks. Just as in Ref. [57], these NRG peaks shift with temperature and are due to Kondo resonances, where the position of the peaks corresponds to the case where Kondo temperature is comparable with the actual temperature. At very low temperature, the Kondo peaks vanish. Parameters: \( U = 0.1 \text{ eV}, \Gamma = 0.01 \text{ eV}, \epsilon_0 = -0.05 \text{ eV}, \quad g = 0.0075 \text{ eV}, \quad \mu = 0. \) We also set \( \hbar \dot{x} = 0.001 \text{ eV} \) [\( x \) is unitless, see Eq. (88)].

V. CONCLUSION

We have used a density operator formalism to investigate the quantum thermodynamics of a driven system. Such a formalism is very general, treating fermionic or bosonic systems on equal footing and allowing interactions. Our approach is based on an expansion of the full density operator in orders of the driving speed, and is consistent with the first and second laws of thermodynamics (at least up to the second order in driving speed). In addition, for a model based on system-bath separation, we can formulate the thermodynamics quantities for the subsystem only [assuming that we drive only \( \hat{H}_D \) (and not \( \hat{H}_B \))]. When applied to the resonant-level model, our results reduce to previous known results [51]. When electron-electron interactions are included, thermodynamic quantities show interesting Kondo resonances at low temperature. Finally, we emphasize that our current approach can be easily extended to multiple levels and beyond the wide-band
limit. Future work must address the outstanding quantities of quantum thermodynamics of a system in the presence of multiple baths under nonequilibrium conditions and the non-Markovian feature of quantum thermodynamics [66].
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APPENDIX A: EVALUATING $\dot{W}_D^{(2)}$

For the resonant-level model, the steps taken to evaluate $\dot{W}_D^{(2)}$ are very similar to the steps taken in the Supplemental Material of Ref. [57]. Similar procedures will also be taken to evaluate $\dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)}$ in Appendix B.

For convenience, we denote the noninteracting Hamiltonian [Eq. (77)] as

$$\hat{H} = \sum_{pq} \hat{H}_{pq} \hat{c}_p^+ \hat{c}_q.$$  

(A1)

For simplicity, we assume $\mathcal{H}_{pq}$ is real. In the single-particle basis,

$$\sigma_{qp} = \text{Tr}(\hat{c}_q^+ \hat{c}_p \hat{\rho}).$$  

(A2)

At steady state, $\sigma_{qp}^{(0)} = f(\mathcal{H})_{qp}$, where $f$ is the Fermi function. Note that for the model in Eq. (77), only $\epsilon_d(t)$ depends on $t$. According to the Markovian approximation, $\sigma^{(1)}$ can be written as

$$\sigma^{(1)} = -\epsilon_d \int_0^\infty \exp(-i\mathcal{H}t/\hbar) \frac{\partial \sigma^{(0)}}{\partial \epsilon_d} \exp(i\mathcal{H}t/\hbar) dt. \quad (A3)$$

Let the eigenbasis of $\mathcal{H}$ be denoted by $\{ |n\rangle \}$, so that $\mathcal{H} |n\rangle = \epsilon_n |n\rangle$. For the resonant model in Eq. (77), we can perform the following manipulation in the single-particle basis,

$$\text{Tr} \left( \frac{d\hat{H}_D}{dt} \hat{\rho} \right) = \hat{\epsilon}_d \text{Tr} \left( \frac{\partial \hat{H}_D}{\partial \epsilon_d} \right) = \hat{\epsilon}_d \text{Tr}(\hat{d}^+ \hat{d} \hat{\rho}) = \hat{\epsilon}_d \langle d | \sigma | d \rangle,$$

(A4)

where $\langle d | \sigma | d \rangle$ is the matrix element for dot level. $\dot{W}_D^{(2)}$ can then be rewritten as

$$\dot{W}_D^{(2)} = \sum_{mn} \langle d | m \rangle \langle m | \frac{\partial \sigma^{(0)}}{\partial \epsilon_d} | n \rangle \langle n | d \rangle \delta(\epsilon_m - \epsilon_n).$$  

(A6)

As shown in Appendix C (and also in the Supplemental Material of Ref. [57]), we can evaluate

$$\langle m | \frac{\partial \sigma^{(0)}}{\partial \epsilon_d} | n \rangle = \langle m | \frac{\partial \mathcal{H}}{\partial \epsilon_d} | n \rangle \frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n}. \quad (A7)$$

For the resonant level, $\frac{\partial \mathcal{H}}{\partial \epsilon_d} = |d\rangle \langle d|$. Thus, using the identities

$$\delta(\epsilon_m - \epsilon_n) \frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n} = \delta(\epsilon_m - \epsilon_n) \frac{\partial f(\epsilon_n)}{\partial \epsilon_m}$$

(A8)

and

$$\delta(\epsilon_m - \epsilon_n) = \int d\epsilon \delta(\epsilon - \epsilon_n) \delta(\epsilon - \epsilon_m), \quad (A9)$$

we can proceed to simplify

$$\dot{W}_D^{(2)} = \sum_{mn} \langle d | m \rangle \langle m | \frac{\partial \mathcal{H}}{\partial \epsilon_d} | n \rangle \langle n | d \rangle \delta(\epsilon_m - \epsilon_n) \frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n}$$

$$= -\pi \hbar \epsilon_d^2 \sum_{mn} \langle d | m \rangle \langle m | \frac{\partial \mathcal{H}}{\partial \epsilon_d} | n \rangle \langle n | d \rangle \delta(\epsilon_m - \epsilon_n) \frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n}.$$
Again, all matrix elements are real. If we look at the following matrix element, using the results above, we arrive at

$$\dot{\operatorname{Tr}} \hat{\rho} = -\dot{\operatorname{Tr}} \hat{\rho} = \langle d | \sigma | d \rangle$$

Similarly, we can now evaluate $\dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)}$. Note that

$$\dot{\operatorname{Tr}}(\dot{N}_D \hat{\rho}) = \dot{\operatorname{Tr}}(\dot{\hat{d}}^+ \hat{d} \hat{\rho}) = \langle d | \sigma | d \rangle$$

and

$$\dot{\operatorname{Tr}}(\dot{\hat{H}}_D \hat{\rho}) = \dot{\operatorname{Tr}} \left[ \left( \epsilon_d \hat{d}^+ \hat{d} + \frac{1}{2} \sum_k V_k \hat{c}_k^+ \hat{d} + \hat{d}^+ \hat{c}_k \right) \right] = \dot{\operatorname{Re}} \dot{\operatorname{Tr}} \left[ \left( \epsilon_d \hat{d}^+ \hat{d} + \sum_k V_k \hat{d}^+ \hat{c}_k \right) \right] = \dot{\operatorname{Re}} \langle d | \hat{H} | d \rangle.$$

Therefore,

$$\dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} = \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \dot{\operatorname{Tr}}(\dot{\hat{H}}_D - \mu \dot{N}_D) \hat{\rho} = \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \dot{\operatorname{Re}} \langle d | \hat{H} - \mu | d \rangle$$

and

$$\dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} = \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \dot{\operatorname{Re}} \sum_{mn} \langle d | (\hat{H} - \mu) | m \rangle \langle m | \sigma^{(1)} | n \rangle \langle n | d \rangle = \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \dot{\operatorname{Re}} \sum_{mn} (\epsilon_m - \mu) \langle d | m \rangle \langle m | \sigma^{(1)} | n \rangle \langle n | d \rangle.$$  

Again, all matrix elements are real. If we look at the following matrix element, using the results above, we arrive at

$$\dot{\operatorname{Re}} \langle m | \sigma^{(1)} | n \rangle = -\dot{\epsilon}_d \dot{\operatorname{Re}} \int_0^\infty \langle m | e^{-(\hat{H} t / \hbar)} \frac{\partial \sigma^{(0)}}{\partial \epsilon_d} e^{i \hat{H} t / \hbar} | n \rangle dt$$

$$= -\pi \hbar \dot{\epsilon}_d \langle m | \frac{\partial \sigma^{(0)}}{\partial \epsilon_d} | n \rangle \delta(\epsilon_m - \epsilon_n) = -\pi \hbar \dot{\epsilon}_d \langle m | \frac{\partial H}{\partial \epsilon_d} | n \rangle \frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n} \delta(\epsilon_m - \epsilon_n)$$

$$= -\pi \hbar \dot{\epsilon}_d \langle m | \frac{\partial f(\epsilon_m)}{\partial \epsilon_m} \delta(\epsilon_m - \epsilon_n) = -\pi \hbar \dot{\epsilon}_d \langle m | \delta(\epsilon_m - \epsilon_n) \frac{\partial f(\epsilon_m)}{\partial \epsilon_m} \delta(\epsilon_m - \epsilon_n).$$  

Accordingly, we can evaluate

$$\dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} = -\pi \hbar \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \sum_{mn} (\epsilon_m - \mu) \langle d | m \rangle \langle m | d \rangle \langle n | d \rangle \frac{\partial f(\epsilon_m)}{\partial \epsilon_m} \delta(\epsilon_m - \epsilon_n)$$

and

$$\dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} = -\pi \hbar \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \sum_{mn} \int d\epsilon \langle d | \delta(\epsilon - \mu) \langle d | m \rangle \langle m | d \rangle \langle d | n \rangle \delta(\epsilon - \epsilon_n) \delta(\epsilon - \epsilon_n) \langle n | d \rangle \frac{\partial f(\epsilon)}{\partial \epsilon}$$

and

$$= -\pi \hbar \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \int \frac{d\epsilon}{\pi} (\epsilon - \mu) \langle d | \hat{G} | d \rangle \langle d | \hat{G} | d \rangle \frac{\partial f(\epsilon)}{\partial \epsilon}$$

and

$$= -\pi \hbar \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \int \frac{d\epsilon}{\pi} (\epsilon - \mu) \hat{A} \frac{\partial f(\epsilon)}{\partial \epsilon} = -\pi \hbar \dot{\epsilon}_d \frac{\partial}{\partial \epsilon_d} \int \frac{d\epsilon}{\pi} (\epsilon - \mu) \frac{\partial A^2}{\partial \epsilon} \frac{\partial f(\epsilon)}{\partial \epsilon}. $$
Up until now, our results have not relied on the wide-band approximation. In the wide-band limit, \( A = \frac{\hbar}{2\pi} \), such that \( \frac{\hbar}{2\pi} A = -\frac{\hbar}{2\pi} A \). If we integrate by parts, we find

\[
\dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} = \frac{\hbar^2}{2} \int \frac{d\epsilon}{2\pi} \epsilon (\epsilon - \mu) A^2 \frac{\partial f(\epsilon)}{\partial \epsilon} = -\frac{\hbar^2}{2} \int \frac{d\epsilon}{2\pi} A^2 \frac{\partial}{\partial \epsilon} \left[ (\epsilon - \mu) \frac{\partial f(\epsilon)}{\partial \epsilon} \right].
\]

(B6)

From Eq. (B6) and Eq. (A13), we recover the results in Ref. [52]:

\[
\dot{Q}_D^{(2)} = \dot{E}_D^{(2)} - \mu \dot{N}_D^{(2)} - \dot{W}_D^{(2)} = -\frac{\hbar^2}{2} \int d\epsilon (\epsilon - \mu) A^2 \frac{\partial^2 f(\epsilon)}{\partial \epsilon^2}.
\]

(B7)

APPENDIX C: EVALUATING \( \langle m | \frac{\partial \sigma_0^m}{\partial \epsilon_d} | n \rangle \)

We note that

\[
\frac{\partial}{\partial \epsilon_d} f(\epsilon_m) \delta_{mn} = \frac{\partial}{\partial \epsilon_d} \langle m | \sigma_0^n | n \rangle = \langle m | \frac{\partial \sigma_0^n}{\partial \epsilon_d} | n \rangle + \langle m | \frac{\partial \sigma_0^n}{\partial \epsilon_d} | n \rangle = \langle m | \frac{\partial \sigma_0^n}{\partial \epsilon_d} | n \rangle + [f(\epsilon_m) - f(\epsilon_n)] \langle m | \frac{\partial |n\rangle}{\partial \epsilon_d} \rangle.
\]

(C1)

Similarly,

\[
\frac{\partial}{\partial \epsilon_d} \epsilon_m \delta_{mn} = \frac{\partial}{\partial \epsilon_d} \langle m | \sigma_0^n | n \rangle = \langle m | \frac{\partial \sigma_0^n}{\partial \epsilon_d} | n \rangle = \langle m | \frac{\partial \epsilon_m}{\partial \epsilon_d} | n \rangle = \langle m | \frac{\partial |n\rangle}{\partial \epsilon_d} \rangle.
\]

(C2)

At this point, we multiply \( f(\epsilon_m) - f(\epsilon_n) \) on both sides of the above equation:

\[
\langle m | \frac{\partial \sigma_0^n}{\partial \epsilon_d} | n \rangle = \frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n} \frac{\partial}{\partial \epsilon_d} \epsilon_m \delta_{mn} = \frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n} \langle m | \frac{\partial |n\rangle}{\partial \epsilon_d} \rangle.
\]

(C3)

Note that

\[
\frac{f(\epsilon_m) - f(\epsilon_n)}{\epsilon_m - \epsilon_n} \frac{\partial}{\partial \epsilon_d} \epsilon_m \delta_{mn} = \frac{\partial}{\partial \epsilon_d} f(\epsilon_m) \delta_{mn} = \frac{\partial}{\partial \epsilon_d} f(\epsilon_m) \delta_{mn}.
\]

(C4)

and therefore,

\[
\langle m | \frac{\partial \sigma_0^n}{\partial \epsilon_d} | n \rangle = \frac{\partial}{\partial \epsilon_d} f(\epsilon_m) \delta_{mn} = \frac{\partial}{\partial \epsilon_d} f(\epsilon_m) \delta_{mn} = \frac{\partial}{\partial \epsilon_d} f(\epsilon_m) \delta_{mn} - (f(\epsilon_m) - f(\epsilon_n)) \langle m | \frac{\partial |n\rangle}{\partial \epsilon_d} \rangle = \langle m | \frac{\partial |n\rangle}{\partial \epsilon_d} \rangle.
\]

(C5)

APPENDIX D: NRG AND MFT CALCULATION FOR THE ANDERSON MODEL

In a NRG calculation, the Anderson model is mapped onto a semi-infinite chain,

\[
\hat{H} = \epsilon_d(t) \sum_{\sigma} d_+^{\dagger} \sigma d_{\sigma} + U d_+^{\dagger} \sigma d_+^{\dagger} \sigma d_{\sigma} + \sqrt{\frac{\Gamma}{\pi}} \sum_{\sigma} (d_+^{\dagger} \sigma f_{0\sigma} + f_{0\sigma}^{\dagger} \sigma d_{\sigma}) + \sum_{n} t_n (f_{n+1}^{\dagger} \sigma f_n + f_n^{\dagger} \sigma f_{n+1}),
\]

(D1)

where \( t_n \) decays exponentially with \( n \) (the exact form of \( t_n \) are given in Ref. [63]). Furthermore, the subsystem \( \hat{H}_D^{\text{eff}} \) is

\[
\hat{H}_D^{\text{eff}} = \epsilon_d(t) \sum_{\sigma} d_+^{\dagger} \sigma d_{\sigma} + U d_+^{\dagger} \sigma d_+^{\dagger} \sigma d_{\sigma} + \frac{1}{2} \sqrt{\frac{\Gamma}{\pi}} \sum_{\sigma} (d_+^{\dagger} \sigma f_{0\sigma} + f_{0\sigma}^{\dagger} \sigma d_{\sigma}).
\]

(D3)

Using eigenstates of \( \hat{H} \) from NRG, \( \hat{H} | \Psi_I \rangle = E_I | \Psi_I \rangle \), just as was shown in the Supplemental Material of Ref. [57], we can now calculate the first-order energy as follows (with NRG):

\[
E_D^{(1)} = \text{Tr} \left( \hat{H}_D^{\text{eff}} \frac{\delta}{\delta \hat{H}} \right) = -\chi \int_0^\infty \text{Tr} \left( \hat{H}_D^{\text{eff}} e^{-i \hat{H}_t / \hbar} \frac{\partial}{\partial \hat{H}} e^{i \hat{H}_t / \hbar} \right) d\epsilon'
\]

(D3)

\[
= \chi \frac{\pi \hbar \beta}{2} \frac{\partial \epsilon_d}{\partial \epsilon} \sum_{IJ} \langle \Psi_I | \hat{H}_D^{\text{eff}} | \Psi_J \rangle \langle \Psi_J | \delta \hat{H} | \Psi_I \rangle e^{-\beta E_I} + e^{-\beta E_I} Z \delta(E_I - E_I),
\]

(D4)
where \( \delta \hbar = \sum_\sigma (\hat{a}_\sigma^+ \hat{a}_\sigma - \frac{1}{2} \sum_\tau \langle \Psi_\tau | \hat{a}_\sigma^+ \hat{a}_\sigma | \Psi_\tau \rangle ) e^{-\beta E_\tau} \), and \( Z = \sum_\tau e^{-\beta E_\tau} \). Further details of the actual NRG calculation can be found in the Supplemental Material of Ref. [57]. For the NRG calculations in Sec. IV, we set the logarithmic discretization parameter to \( \Lambda = 2 \). At each step, we keep up to 500 states.

Finally, let us discuss MFT. When treated within a mean-field level, the total Hamiltonian becomes quadratic:

\[
\hat{H}_{\text{MFT}} = E_{\text{MFT}} \sum_\sigma \hat{d}_\sigma^+ \hat{d}_\sigma + \sum_k V_k (\hat{c}_k^+ \hat{c}_\sigma + \hat{c}_\sigma^+ \hat{c}_k) + \sum_k \epsilon_k \hat{c}_k^+ \hat{c}_k.
\]

Let us assume a spin restricted solution so that \( \hat{n}_\uparrow = \hat{n}_\downarrow \), and

\[
E_{\text{MFT}} = \epsilon_d + n_\uparrow U,
\]

where

\[
n_\uparrow = \int d\epsilon \frac{\hbar}{2\pi} \frac{\Gamma}{(\epsilon - E_{\text{MFT}})^2 + (\Gamma/2)^2} |f(\epsilon)|.
\]

Equations (D6) and (D7) have to be solved self-consistently. With \( E_{\text{MFT}} \), the MFT solution of \( E_D^{(1)} \) is

\[
E_D^{(1)} = -2 \times \frac{\hbar}{2\pi} \frac{\partial E_{\text{MFT}}}{\partial \lambda} \int d\epsilon \frac{\Gamma}{(\epsilon - E_{\text{MFT}})^2 + (\Gamma/2)^2} \frac{\partial |f(\epsilon)|}{\partial \epsilon}.
\]

The factor 2 in front of the above equation counts for spin degeneracy.

**APPENDIX E: PROOF OF EQ. (39)**

Here we calculate the first-order correction to \( S^{(0)} \). To explicitly indicate the small parameter, we write

\[
\hat{\rho} = \hat{\rho}^{(0)} + \lambda \hat{\rho}^{(1)} + \lambda^2 \hat{\rho}^{(2)} + \cdots,
\]

where we have used the power of \( \lambda \) to indicate the order of small parameters. Our goal is to expand \( S = -k_B \text{Tr}(\hat{\rho} \ln \hat{\rho}) = S^{(0)} + \lambda S^{(1)} + \lambda^2 S^{(2)} + \cdots \).

The zeroth order then can be written as

\[
S^{(0)} = -k_B \text{Tr}(\hat{\rho} \ln \hat{\rho})|_{\lambda=0} = -k_B \text{Tr}(\hat{\rho}^{(0)} \ln \hat{\rho}^{(0)}).
\]

The first-order correction is

\[
S^{(1)} = -k_B \frac{d}{d\lambda} \text{Tr}(\hat{\rho} \ln \hat{\rho})|_{\lambda=0} = -k_B \text{Tr}\left( \frac{d}{d\lambda} \ln \hat{\rho} \right)|_{\lambda=0} - k_B \text{Tr}\left( \hat{\rho} \frac{d}{d\lambda} \ln \hat{\rho} \right)|_{\lambda=0} = -k_B \text{Tr}(\hat{\rho}^{(1)} \ln \hat{\rho})|_{\lambda=0}.
\]

Here, we have used that \( \text{Tr}(\hat{\rho} \frac{d}{d\lambda} \ln \hat{\rho}) = \text{Tr}(\hat{\rho} \frac{d}{d\lambda} \ln \hat{\rho}) \). To prove this identity, we assume that \( \ln \hat{\rho} \) can be formally expanded in a power series \( \ln \hat{\rho} = \sum_{n=1}^{\infty} (-1)^{n+1} (\hat{\rho} - 1)^n/n \). Using the cyclic property of the trace, this leads to

\[
\text{Tr}\left( \hat{\rho} \frac{d}{d\lambda} \ln \hat{\rho} \right) = \text{Tr}\left( \sum_{n=1}^{\infty} (-1)^{n+1} (\hat{\rho} - 1)^{n-1} \frac{d}{d\lambda} \hat{\rho} \right) = \text{Tr}\left( \hat{\rho} \frac{d}{d\lambda} (\hat{\rho} - 1)^{-1} \right).
\]

where we have used the formal expansion of \( (\hat{\rho} - 1)^{-1} = (\hat{\rho} - 1)^{-1} \). Admittedly, in this derivation we have used formal expansions that numerically converge only when \( ||\hat{\rho}|| \) is close enough to 1, which is not necessarily true here. Note, however, that we have used this expansion only to prove the identity \( \text{Tr}(\hat{\rho} \frac{d}{d\lambda} \ln \hat{\rho}) = \text{Tr}(\hat{\rho} \frac{d}{d\lambda} (\hat{\rho} - 1)^{-1}) \), where the Tr helps to remove the ordering ambiguity between \( \hat{\rho} \) (or \( \hat{\rho}^{-1} \)) and \( d\hat{\rho}/d\lambda \). Alternatively we could prove the same identity using (again, formally) the representation of \( \hat{\rho} \).


It should be noted, however, that while Eqs. (54) and (55) provide a rigorous definition of energies in the D and B subsystems, there is no guarantee that the B part, $\langle \hat{H} \rangle_B$, does not depend on $\epsilon_d$. It can be shown [52] that in the wide band limit, $\langle \hat{H} \rangle_B$ does not depend on $\epsilon_d$. However, in the case of a non-Markovian bath, it is found that no splitting of the full Hamiltonian into dot and bath, $\langle \hat{H} \rangle = \langle \hat{H} \rangle_B + \langle \hat{H} \rangle_D$ parts can render all the $\epsilon_d$ dependence of $\langle \hat{H} \rangle$ in the $\langle \hat{H} \rangle_D$ part, namely, in general, $\frac{\partial}{\partial \epsilon_d} \langle \hat{H} \rangle \neq \frac{\partial}{\partial \epsilon_d} \langle \hat{H} \rangle_D$.