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ABSTRACT: We investigate two well-known approaches for extending the fewest switches surface hopping (FSSH) algorithm to periodic time-dependent couplings. The first formalism acts as if the instantaneous adiabatic electronic states were standard adiabatic states, which just happen to evolve in time. The second formalism replaces the role of the usual adiabatic states by the time-independent adiabatic Floquet states. For a set of modified Tully model problems, the Floquet FSSH (F-FSSH) formalism gives a better estimate for both transmission and reflection probabilities than the instantaneous adiabatic FSSH (IA-FSSH) formalism, especially for slow nuclear velocities. More importantly, only F-FSSH predicts the correct final scattering momentum. Finally, in order to use Floquet theory accurately, we find that it is crucial to account for the interference between wavepackets on different Floquet states. Our results should be of interest to all those interested in laser-induced molecular dynamics.

1. INTRODUCTION

Electronic nonadiabatic transitions and photon excitations are among the most important dynamical processes in the field of spectroscopy and photochemistry, and while usually considered separate processes, these phenomena can both enhance or compete with each other. Specifically, electrons in a molecular system interacting with an incident laser field can transition between adiabatic states (i) through the nonadiabatic coupling beyond the Born–Oppenheimer approximation or (ii) through the radiative coupling in conjunction with absorption or emission of photons. Over the past decades, many exciting phenomena, ranging from molecular photodissociation to coherent X-ray diffraction, have highlighted the importance of the dynamical interplay between nonadiabatic transitions and photoexcitation processes. These recent observations demonstrate a need for accurate theoretical treatments of nonadiabatic molecular dynamics as driven by an external time-dependent field. However, while exact dynamics may be obtained for specific idealized models, most practical simulation schemes for large, realistic systems rely on a mixed quantum–classical framework—treating the electronic degrees of freedom with quantum mechanics and describing the nuclear motions and the laser field using classical mechanics/electrodynamics.

Given the success of semiclassical methodologies for studying nonadiabatic molecular dynamics over the past 30 years, the most natural strategy to capture laser-driven nonadiabatic dynamics is to generalize these semiclassical methods to treat radiative coupling in a similar fashion. Today, several different approaches based on Tully’s fewest switches surface hopping (FSSH) have been proposed, including the surface hopping including arbitrary couplings (SHARC) and field-induced surface hopping (FISH) approaches. Each of these approaches applies a modified hopping mechanism to account for the interaction with the laser field. Within these methods, the electronic Hamiltonian is expressed in terms of the classical parameters of the nuclear coordinates and the incident laser field that explicitly depends on time; diagonalizing the electronic Hamiltonian yields the instantaneous adiabatic states and potential energy surfaces (PESs). The basic premise of SHARC is to modify Tully’s FSSH algorithm with minimal changes to FSSH such that effectively one runs Tully’s algorithm on top of an instantaneous adiabatic representation: the electronic wave function evolves according to the Schrödinger equation with the time-dependent Hamiltonian, and a swarm of classical trajectories is propagated along the instantaneous adiabatic PESs. The active PES of each classical trajectory can change from one to another through a hopping event associated with (i) the nuclear-derivative (nonradiative) coupling (which should in theory conserve the total energy of the system) or (ii) the time-derivative (radiative) coupling which allows the electronic system to absorb/emit radiation energy and which does not conserve energy. These so-called instantaneous
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adibatic FSSH methods (IA-FSSH) have been used to study gas phase photodissociation and optimal control of the trans–cis isomerization.

Now, despite its growing popularity, IA-FSSH does suffer several drawbacks. First, the FSSH problem of decoherence/recorherence is expected to be exacerbated for driven nonadiabatic dynamics. Since the instantaneous PESs oscillate rapidly at the frequency of the laser field, the electronic coherence becomes more complicated and difficult to recover with FSSH (which does not include any scheme to deal with the repeated separation and recombination of wave packets moving on different PESs). While several decoherence strategies exist, one might expect fatal problems for driven IA-FSSH nonadiabatic dynamics because recorherence effects cannot be captured by non-interacting FSSH trajectories. Second, IA-FSSH treats the absorption/emission of radiation energy as a continuous phenomenon and ignores all quantum features of light. Thus, radiation-induced hopping can occur at any energy difference between two PESs, usually without regard to energy conservation, such that one might expect to find not the most accurate description of energy absorption/emission. One phenomenological means to solve this problem is to allow the radiative hopping only within a restricted bandwidth of the photon energy, but it is unclear how effective this approach will be.

In very recent years, Floquet FSSH (F-FSSH) method has emerged to be an appealing alternative for simulating laser-driven nonadiabatic dynamics, especially for a time-periodic field. Unlike the instantaneous adiabatic representation for periodic couplings, F-FSSH eliminates all explicit dependence on time by expanding the electronic wave function in a Floquet state basis (the diabatic states dressed by $e^{i\omega t}$ for an integer $m$ and the laser frequency $\omega$). For a periodic field, the resulting Hamiltonian, the so-called Floquet Hamiltonian, is time-independent, albeit of infinite dimension of $m$. Thus, the Floquet quasi-energy surfaces obtained by diagonalizing the Floquet Hamiltonian are also time-independent, so that one can simply employ the standard FSSH method in the Floquet state representation with a minimal modification: the infinite-dimensional wave function evolves following the Schrödinger equation under the Floquet Hamiltonian, and classical trajectories move along Floquet quasi-energy surfaces. When a classical trajectory passes through a crossing of two Floquet quasi-energy surfaces, the active surface of the classical trajectory can change by Tully’s stochastic hopping mechanism while conserving the Floquet quasi-energy. Furthermore, the F-FSSH method can partially account for quantized photon absorption/emission because, by construction, the Floquet quasi-energy surfaces of the same diabatic state are separated by an integer multiple of the photon energy ($m\hbar\omega$).

Nevertheless, despite these positive attributes, in practice, there are several difficulties when implementing the F-FSSH method for driven nonadiabatic dynamics. First, many crossings of Floquet quasi-energy surfaces are trivial crossings; i.e., the derivative coupling becomes infinite at the exact crossing point. For any FSSH simulation carried out with a finite time step, trivial crossings may be missed when propagating a classical trajectory, which leads to unphysical multiphoton excitations. Recently, several approaches have been developed to capture trivial crossings, but none have been applied to the F-FSSH method; usually these methods have been applied to simulations with fewer than 20 states, and we will show that some further adjustments are necessary. Second, as we will show below, reconstructing the real electronic wave function from the Floquet wave function requires an accurate treatment of the interference between wavepackets on different Floquet quasi-energy surfaces. When summing over all of the trajectories, the diabatic population includes two contributions: (i) the number of trajectories ending up on the same diabatic state and (ii) the summation over the coherences of the Floquet states associated with each diabatic state. We are unaware of any previous discussion of this point with regard to F-FSSH in the existing literature.

With this background in mind, our goals for this work are to rigorously investigate and compare F-FSSH with IA-FSSH versus the exact solutions for modified versions of two of Tully’s model problems. This work is arranged as follows: In section 2, we review both the IA-FSSH and F-FSSH formalisms. In section 3, we summarize the differences and modifications which we have implemented in order to construct meaningful and efficient surface hopping calculations. In section 4, two typical model problems are introduced and the results of both formalisms are compared with exact quantum calculations. We conclude and analyze the advantages and drawbacks of F-FSSH in sections 5 and 6.

Notation. A Floquet basis requires a great number of indices; the notation can be hard to follow. In general, an arrow on the top of a letter denotes a vector. For the reader’s convenience, all labels are listed in Table 1.

Table 1. Notation for the Present Paper

<table>
<thead>
<tr>
<th>variable</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{R}$, $\hat{v}$, $M$</td>
<td>position, velocity, and mass of nuclei</td>
</tr>
<tr>
<td>$\mu$, $\nu$</td>
<td>indices for electronic states</td>
</tr>
<tr>
<td>$m$, $n$</td>
<td>indices for Fourier expansion</td>
</tr>
<tr>
<td>$J$, $K$</td>
<td>indices for Floquet states</td>
</tr>
<tr>
<td>$\hat{H}_{\text{tot}}$, $\hat{H}_d$</td>
<td>total Hamiltonian and electronic Hamiltonian</td>
</tr>
<tr>
<td>$\hat{f}_{\text{k}}$</td>
<td>kinetic operator for nuclear DoF</td>
</tr>
<tr>
<td>$\hat{e}^{\text{ad}}(\hat{R},t)$</td>
<td>instantaneous adiabatic basis of the electronic Hamiltonian</td>
</tr>
<tr>
<td>$c_j$</td>
<td>electronic amplitude on instantaneous adiabatic state $i$</td>
</tr>
<tr>
<td>$\lambda^{\text{ad}}(\hat{R},t)$</td>
<td>eigenvalues of instantaneous electronic Hamiltonian $\hat{H}_d(\hat{R},t)$</td>
</tr>
<tr>
<td>$\alpha_{jk}$</td>
<td>derivative coupling</td>
</tr>
<tr>
<td>$T_k$</td>
<td>time-derivative coupling matrix</td>
</tr>
<tr>
<td>$\hat{H}_F$</td>
<td>Floquet Hamiltonian</td>
</tr>
<tr>
<td>$\Phi(\hat{R},t)$</td>
<td>electronic Floquet state $\Psi$</td>
</tr>
<tr>
<td>$\Phi_F(\hat{R})$</td>
<td>Floquet Hamiltonian after Fourier transform</td>
</tr>
<tr>
<td>$\tilde{c}_j$</td>
<td>electronic amplitude on Floquet state $\tilde{\Psi}$</td>
</tr>
<tr>
<td>$\delta_{ij}(\tilde{\Phi}(\tilde{R}))$</td>
<td>eigenvalues and eigenvectors of Floquet Hamiltonian $\tilde{\Phi}_F$</td>
</tr>
<tr>
<td>$d_{t_0}$, $dt_0$</td>
<td>time steps for nuclear and electronic propagation</td>
</tr>
<tr>
<td>$U_{jk}$</td>
<td>overlap matrix with elements $U_{jk}(t_0 + dt_0/2) = \langle \Phi_j(t_0)</td>
</tr>
</tbody>
</table>

“$U_{jk}(t_0 + dt_0/2) = \langle \Phi_j(t_0)|\Phi_k(t_0 + dt_0) \rangle$ is the dimension of this transformed Floquet Hamiltonian is the dimension of the electronic Hamiltonian $\hat{H}_d$ times the number of Fourier modes after truncation. Same dimension as the Floquet Hamiltonian $\tilde{\Phi}_F$.”

2. THEORY

2.1. Illustration of the Problem. Consider the case of a molecule illuminated with continuous wave (CW) light. The incoming light acts as a periodic coupling $V(t) = \tilde{V}(t + T_p)$. The total Hamiltonian has the following form
\[ \hat{H}_{\text{tot}}(t) = \hat{H}_R + \hat{H}_d^0 + \hat{V}(t) = \hat{H}_R + \hat{H}_d(t) \]  

(1)

where \( \hat{H}_R \) is the kinetic operator and \( \hat{H}_d^0 \) is the time-independent electronic Hamiltonian. Any initial wave function can be propagated by the instantaneous propagator

\[ \psi(t_0 + dt) = \exp\left(-\frac{i\hat{H}_{\text{tot}}(t_0) dt}{\hbar}\right)\psi(t_0) \]

(2)

For exact calculations in a few dimensions, the propagator can be expanded according to Tröter decomposition

\[ \exp\left(-\frac{i\hat{H}_{\text{tot}}(t_0) dt}{\hbar}\right) = \exp\left(-\frac{i\hat{H}_R dt}{2\hbar}\right) \exp\left(-\frac{i\hat{H}_d(t_0) dt}{\hbar}\right) \exp\left(-\frac{i\hat{H}_R dt}{2\hbar}\right) \]

(3)

In practice, the wave function is transformed between the position and momentum representations, for which the electronic Hamiltonian and the kinetic operator are block diagonal or diagonal, respectively. Performing the Fourier transform vastly accelerates full quantum calculations and will allow us to calculate exact results below.\(^{53}\)

### 2.2. Instantaneous Adiabatic Fewest Switches Surface Hopping

Fewest switches surface hopping formalism (FSSH) has emerged to be one of the most popular formalisms to describe nonadiabatic processes during the past 30 years. The nuclear degrees of freedom are treated as classical trajectories moving along the adiabatic potential energy surfaces and described by Newton’s equation of motion. All nonadiabatic transitions are simulated by hopping process, which depend on the electronic amplitudes (which are propagated according to the time-dependent electronic Schrödinger equation and the nonadiabatic couplings).

As one moves to a time-dependent regime, as proposed by González et al.,\(^{11,12}\), an intuitive way to extend the formalism is to replace the adiabatic basis \( |\phi^{\text{ad}}(\vec{R})\rangle \) which parametrically depends on nuclear coordinate \( \vec{R} \) in FSSH, by the instantaneous adiabatic electronic basis \( |\phi^{\text{ad}}(\vec{R}, t)\rangle \), which parametrically depends on both nuclear coordinate \( \vec{R} \) and time \( t \).

\[ \hat{H}_d(\vec{R}, t)|\phi_d^{\text{ad}}(\vec{R}, t)\rangle = V_d^{\text{ad}}(\vec{R}, t)|\phi_d^{\text{ad}}(\vec{R}, t)\rangle \]

(4)

If we then expand the electronic wave function in this instantaneous adiabatic electronic basis,

\[ \psi(\vec{R}, t) \equiv \sum_j c_j(\vec{R}, t)|\phi_j^{\text{ad}}(\vec{R}, t)\rangle \]

(5)

the electronic equation of motion becomes

\[ i\hbar \frac{\partial c_j(\vec{R}, t)}{\partial t} = H_d^{\text{ad}}(\vec{R}, t) c_j(\vec{R}, t) - i\hbar \sum_k T_{jk} c_k(\vec{R}, t) \]

(6)

Here, \( T_{jk} \) is the time-derivative coupling matrix element defined as

\[ T_{jk}(t + dt/2) = \left\langle \phi_d^{\text{ad}}(\vec{R}, t)|\frac{\partial \phi_d^{\text{ad}}(\vec{R}, t + dt)}{\partial t}\right\rangle \]

(7)

Note that there are two contributions to the time-derivative coupling matrix:

\[ \frac{d\phi_d^{\text{ad}}(\vec{R}, t)}{dt} = \frac{\partial \phi_d^{\text{ad}}(\vec{R}, t)}{\partial \vec{R}} \frac{d\vec{R}}{dt} + \frac{\partial \phi_d^{\text{ad}}(\vec{R}, t)}{\partial t} \]

(8)

Here \( \frac{d\vec{R}}{dt} \) is the nuclear velocity. The first term arises from the standard change of basis as induced by the nuclear velocity plus the time-independent nonadiabatic coupling. The second term is new and comes directly from the external field that changes in time.

According to refs \(^{11,12}\), because a molecule can absorb energy from light, the IA-FSSH algorithm accepts all hops regardless of any energy restrictions: energy conservation and velocity rescaling are not enforced [in principle, as the authors note, one should require that the energetic transition lie within the bandwidth of the applied EM field]. In practice, we find that by not enforcing energy conservation, the electronic populations predicted by IA-FSSH will be most accurate (though see below for the implications vis à vis nuclear observables).

### 2.3. Floquet Theory

Before introducing the F-FSSH formalism, let us briefly review Floquet theory as applied to solving a purely electronic TDSE. For the problem with periodic Hamiltonian \( \hat{H}(t) = \hat{H}(t + T_0) \), the time-dependent electronic Schrödinger equation is

\[ i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle = \hat{H}(t)|\psi(t)\rangle \]

(9)

and the initial wave function is

\[ |\psi(t = 0)\rangle = \sum_{\mu} \zeta_{\mu}(t = 0) |\mu\rangle \]

(10)

Here, \( |\mu\rangle \) is a complete, time-independent basis.

Floquet theory expands the solution to eq 9 in the following form

\[ |\psi(t)\rangle = \sum_{nm\mu} \zeta_{nm\mu}(t) e^{i\mu t} |\mu\rangle \]

(11)

or, for short,

\[ |\psi(t)\rangle = \sum_{nm\mu} \zeta_{nm\mu}(t) |\mu\rangle \]

(12)

where

\[ |\zeta_{nm\mu}(t)\rangle \equiv e^{i\mu t} |\mu\rangle \]

(13)

Here, \( |\zeta_{nm\mu}(t)\rangle \) is the Floquet basis, \( \{|\mu\rangle\} \) is a set of electronic basis functions, and \( m \) formally runs from \(-\infty\) to \( \infty \) (though, in practice, a cutoff is applied). If we plug eq 11 into the TDSE (eq 9), we find
We define the Floquet Hamiltonian as
\[ \hat{H}_f(t) \equiv \hat{H}(t) - i\hbar \frac{\partial}{\partial t} \] (15)
so that eq 15 becomes
\[ \sum_{nm} \int \frac{d\varepsilon_{nm}(t)}{dt} \exp(i\omega_{nt}) |\mu\rangle = \sum_{nm} \int \varepsilon_{nm}(t) \hat{H}_f(t) \exp(i\omega_{nt}) |\mu\rangle \] (16)

At this point, we use the fact that \( \hat{H}(t) \) is periodic in time so that we can expand an arbitrary matrix element of \( \hat{H}_f(t) \) as a Fourier sum
\[ \langle \nu | \hat{H}_f(t) | \mu \rangle = \sum_n \hat{\mathcal{H}}^F_{(nu)(\mu)} \exp[i\nu \omega t] \] (17)

\( \hat{\mathcal{H}}^F_{(nu)(\mu)} \) is the Fourier transform of the Floquet Hamiltonian \( \hat{H}_f \), which can be easily computed as:
\[ \hat{\mathcal{H}}^F_{(nu)(\mu)} = \frac{1}{T} \int_0^T dt \langle \nu | \hat{H}_f | \mu \rangle \exp[-i\nu \omega t] \]
\[ = \frac{1}{T} \int_0^T dt \langle \nu | \hat{H}(t) | \mu \rangle \exp[-i(n - m)\omega t] \]
\[ + \delta_{\mu \nu} \delta_{nm} \hbar \omega \] (18)

where we have used the identity eq 13. Note that \( \hat{\mathcal{H}}^F \) is Hermitian because \( \hat{H}(t) \) is Hermitian. Now if we multiply both sides of eq 14 by \( \langle \nu \rangle \) and gather all terms proportional to \( \exp(i\omega_{nt}) \), we find
\[ i\hbar \frac{d\varepsilon_{nm}(t)}{dt} = \sum_{nu} \varepsilon_{nm}(t) \hat{\mathcal{H}}^F_{(nu)(\mu)} \]
(19)
Equation 19 can clearly be solved with the exponential operator because the entire \( \hat{\mathcal{H}}^F \) is time-independent.
\[ \varepsilon_{nm} = \sum_{nu} [e^{-i\hat{\mathcal{H}}^F_{(nu)(\mu)} / \hbar}] \hat{\mathcal{H}}^F_{(nu)(\mu)} \] (20)
In this sense, it is natural to focus on the eigenstates \( |G'(\rangle \) of the Fourier transform of the Floquet Hamiltonian, defined by
\[ \hat{\mathcal{H}}^F |G'(\rangle = \varepsilon |G'(\rangle \]
(21)
Clearly, in a Floquet eigenbasis, propagating the TDSE is simple. Let
\[ |\Phi^f(t)\rangle = \sum_{nm} G^f_{nm} \exp(i\omega_{nt}) |\mu\rangle \] (22)
so that
\[ \hat{H}_f |\Phi^f(t)\rangle = \sum_{nm} \varepsilon_{nm} G^f_{nm} \exp(i\omega_{nt}) |\mu\rangle = \varepsilon_j |\Phi^f(t)\rangle \] (23)
Then if we expand:
\[ |\Psi(t)\rangle = \sum_j \varepsilon_j |\Phi^f(t)\rangle \] (24)
eq 9 becomes
\[ \sum_j \int \frac{d\varepsilon_j(t)}{dt} |\Phi^f(t)\rangle = \sum_j \varepsilon_j |\Phi^f(t)\rangle \] (25)
whose solution is simply
\[ \varepsilon_j(t) = \varepsilon_j(t = 0) \exp(-i\varepsilon_j t / \hbar) \] (26)
Solving eq 21 is a simple mean of propagating the TDSE in a periodic field.

2.4. Wavepacket Dynamics with Floquet States. Now, let us review how Floquet theory is applied to wavepacket dynamics with nuclear motion involved. The TDSE for the total nuclear–electronic wave function with nuclear coordinate \( \vec{R} \) is
\[ i\hbar \frac{\partial}{\partial t} |\Psi(t)\rangle = H_{tot}(t) |\Psi(t)\rangle = \hat{H}_e(t) |\Psi(t)\rangle = \hat{H}_e(t) |\Psi(t)\rangle + \hat{H}_0(t) |\Psi(t)\rangle \]
(27)
The initial electronic wave function at nuclear position \( \vec{R} \) is
\[ \langle \vec{R} | \Psi(t = 0) \rangle = \sum_{\mu} c_{\mu}(\vec{R}, t = 0) |\mu\rangle \] (28)
According to Floquet theory, we express the electronic wave function in eq 27 in the following form:
\[ \langle \vec{R} | \Psi(t) \rangle = \sum_{\mu} c_{\mu}(\vec{R}, t) \langle \mu | \Phi^f(\vec{R}, t) \rangle \]
(29)
where for now \( J \) can be any electronic basis.
By plugging eq 29 into the TDSE (eq 27), we obtain
\[ i\hbar \sum J \frac{\partial}{\partial t} |\Phi^f(\vec{R}, t)\rangle + \sum J \varepsilon_j(\vec{R}, t) \frac{\partial |\Phi^f(\vec{R}, t)\rangle}{\partial t} \]
\[ = (\hat{H}_e + \hat{H}_0) |\Psi(t)\rangle \]
\[ \Rightarrow i\hbar \sum J \frac{\partial}{\partial t} |\Phi^f(\vec{R}, t)\rangle \]
\[ = \hat{H}_e \sum J c_{\mu}(\vec{R}, t) |\Phi^f(\vec{R}, t)\rangle + \sum J \varepsilon_j(\vec{R}, t) \hat{H}_0 c_{\mu}(\vec{R}, t) |\Phi^f(\vec{R}, t)\rangle \] (30)
Again, we have defined the electronic Floquet Hamiltonian as
\[ \hat{H}_e^f(t) \equiv \hat{H}_e(t) - i\hbar \frac{\partial}{\partial t} \] (31)
The nuclear TDSE in eq 30 can be solved either in a diabatic electronic basis (where \( J = (\nu \mu) \)) or an adiabatic basis (where \( J \) labels an adiabatic Floquet state).

### 2.4.1. Wavepacket Dynamics in a Diabatic Floquet Representation

Assuming a diabatic representation,

\[
|\Phi(\mathbf{R}, t)\rangle \equiv |\Phi_{\text{ad}}(t)\rangle = \exp(i\nu t)|\mu\rangle
\]

we can solve the TDSE in eq 30 by expanding the Floquet Hamiltonian (eq 31) as a function of time as in eq 17 and comparing only terms with the same Fourier mode \( \exp(\nu t) \) and electronic state \( |\mu\rangle \). We will obtain an equation similar to eq 19

\[
\hbar \frac{\partial \tilde{\mathcal{E}}_n(\mathbf{R}, t)}{\partial t} = \mathbf{F}_n(\mathbf{R}, t) + \sum_{\mu} \mathcal{J}_{\nu \mu}(\mathbf{R})\tilde{\mathcal{E}}_{\mu}(\mathbf{R}, t)
\]

Equation 33 is effectively a time-independent Schrödinger equation and can be easily solved. Note that the probability to measure electronic state \( |\mu\rangle \) is

\[
|\langle \nu |\Psi(\mathbf{R}, t)\rangle|^2 = \int d\mathbf{R} \sum_\mu |\tilde{\mathcal{E}}_{\mu}(\mathbf{R}, t)|^2 G_{\nu \mu}(\mathbf{R}) \exp(i\nu t) \exp(i\mu t)\]

In eq 40, we find two terms that must be added together to find the total probability on electronic state \( |\mu\rangle \).

### 2.4.2. Wavepacket Dynamics under Adiabatic Floquet Representation

Assuming an adiabatic representation, the relevant Floquet basis is

\[
|\Phi(\mathbf{R}, t)\rangle \equiv \sum_{\mu \nu} G_{\nu \mu}(\mathbf{R})\exp(i\nu t)|\mu\rangle
\]

By plugging the adiabatic Floquet basis into eq 30 and using the fact that the eigenvalues of \( \tilde{\mathcal{H}}_n(\mathbf{R}) \) are time-independent (for a periodic electronic Hamiltonian, see eq 23)

\[
\tilde{\mathcal{H}}_n(\mathbf{R})|\Phi(\mathbf{R}, t)\rangle = e_n(\mathbf{R})|\Phi(\mathbf{R}, t)\rangle
\]

we find

\[
\hbar \sum_j \frac{\partial \tilde{\mathcal{E}}_j(\mathbf{R}, t)}{\partial t} |\Phi(\mathbf{R}, t)\rangle = \sum_j \tilde{\mathcal{E}}_j(\mathbf{R}, t)|\Phi(\mathbf{R}, t)\rangle + \sum_j \tilde{\mathcal{E}}_j(\mathbf{R}, t)|\Phi(\mathbf{R}, t)\rangle
\]

If we apply \( \langle \nu |\Xi \rangle \) and compare only those terms with the same Fourier mode, \( \exp(i\nu t) \), we find

\[
\sum_j \hbar \frac{\partial \tilde{\mathcal{E}}_j(\mathbf{R}, t)}{\partial t} = G_{\nu \mu}(\mathbf{R})
\]

\[
= \sum_j \tilde{\mathcal{E}}_j(\mathbf{R}, t)G_{\nu \mu}(\mathbf{R}) + \sum_j \tilde{\mathcal{E}}_j(\mathbf{R}, t)G_{\nu \mu}(\mathbf{R})
\]

\[
= \sum_j \tilde{\mathcal{E}}_j(\mathbf{R}, t)G_{\nu \mu}(\mathbf{R}) - \hbar^2 \sum_j \frac{1}{2M} (\mathbf{V}_{GJ}(\mathbf{R}, t)|\tilde{\mathcal{E}}_j(\mathbf{R}, t)|)^2 G_{\nu \mu}(\mathbf{R})
\]

\[
- \sum_j \hbar^2 \frac{1}{2M} (\mathbf{V}_{GJ}(\mathbf{R}, t)\tilde{\mathcal{E}}_j(\mathbf{R}, t)) (\mathbf{V}_{GJ}(\mathbf{R}, t)|\tilde{\mathcal{E}}_j(\mathbf{R}, t)|)^2 G_{\nu \mu}(\mathbf{R})
\]

\[
+ \sum_j \hbar^2 \frac{1}{2M} (\mathbf{V}_{GJ}(\mathbf{R}, t)|\tilde{\mathcal{E}}_j(\mathbf{R}, t)|)^2 G_{\nu \mu}(\mathbf{R})
\]

After applying \( \sum_{\mu \nu} G_{\nu \mu}^* G_{\nu \mu} \) on both sides and using the fact that

\[
\sum_{\mu \nu} G_{\nu \mu}^* G_{\nu \mu} = \delta_{JK}
\]

we obtain

\[
\hbar \frac{\partial \tilde{\mathcal{E}}_j(\mathbf{R}, t)}{\partial t} = e_j(\mathbf{R})\tilde{\mathcal{E}}_j(\mathbf{R}, t) - \hbar^2 \frac{2}{2M} \mathbf{V}_{GJ}(\mathbf{R}, t)\tilde{\mathcal{E}}_j(\mathbf{R}, t)
\]

\[
- \hbar^2 \frac{1}{M} \sum_j (\mathbf{V}_{GJ}(\mathbf{R}, t)|\tilde{\mathcal{E}}_j(\mathbf{R}, t)|)^2 G_{\nu \mu}(\mathbf{R})
\]

\[
+ \sum_j \hbar^2 \frac{1}{2M} (\mathbf{V}_{GJ}(\mathbf{R}, t)|\tilde{\mathcal{E}}_j(\mathbf{R}, t)|)^2 G_{\nu \mu}(\mathbf{R})
\]

2.5. F-FSSH Algorithm

At last, we can present the F-FSSH algorithm. In general, surface hopping is valid only in an adiabatic representation. The nuclear motion in F-FSSH is described by Newton’s equations of motion

\[
\dot{\mathbf{R}} = \mathbf{v}
\]

\[
\dot{\mathbf{v}} = -\frac{\mathbf{V}_{GJ}(\mathbf{R}, t)}{M}
\]

where \( e_j(\mathbf{R}) \) is the adiabatic quasi-energy of the active Floquet state \( J \); see eq 35. After dropping the second derivative coupling term in eq 39, the corresponding equations of motion for the electronic degrees of freedom are

\[
\hbar \frac{\partial \tilde{\mathcal{E}}_j(\mathbf{R}, t)}{\partial t} = e_j(\mathbf{R})\tilde{\mathcal{E}}_j(\mathbf{R}, t) - i\hbar \sum_K \mathbf{v} \tilde{\mathcal{I}}_{JK} \tilde{\mathcal{E}}_K(\mathbf{R}, t)
\]

\[
+ \sum_K \hbar^2 \frac{1}{2M} \mathbf{V}_{GJ}(\mathbf{R}, t)|\tilde{\mathcal{E}}_K(\mathbf{R}, t)|^2 \tilde{\mathcal{E}}_K(\mathbf{R}, t)
\]

\[
e_j(\mathbf{R})\tilde{\mathcal{E}}_j(\mathbf{R}, t) - i\hbar \sum_K \mathbf{T}_{JK} \tilde{\mathcal{E}}_K(\mathbf{R}, t)
\]

Here, \( \tilde{\mathcal{I}}_{JK} \) is the derivative coupling (\( \langle G^J(\mathbf{R})\mathbf{V}_{GJ}(\mathbf{R}, t)G^K(\mathbf{R}) \rangle \)) between Floquet states \( J \) and \( K \). \( T \) is the time-derivative coupling matrix (see eq 7). According to F-FSSH, the hopping probability from active Floquet state \( J \) to state \( K \) is
Figure 1. Floquet states and possible transmission Floquet channels for (a) the modified simple avoided crossing problem with $\omega = 0.008$ and (b) the modified dual avoided crossing problem with $\omega = 0.040$ (see eqs 47 and 48). Both figures are truncated at $m = \pm 4$. The solid circles highlight trivial crossings. The trajectories start from the left on the red state (diabat 0) and moving to the right. As particles move along the Floquet potential quasi-energy surface, trajectories may or may not hop between these Floquet states near avoided crossings and must hop at trivial crossings in order to remain on the same diabatic state.

\[
g_{jk} = \frac{-2\text{Re}(\hat{\gamma}^c_{JK} T_{kj})}{|c_j|^2} \ dt
\]

If $g_{jk}$ is less than 0 for any $K$, we set $g_{jk} = 0$.

After each successful hop, the velocity is adjusted to conserve the total Floquet quasi-energy. Unlike IA-FSSH, frustrated hops are not allowed.

2.6. Nuances of the F-FSSH Algorithm. For exact wavepacket calculations in a Floquet basis, the exact total probability on a given electronic state $\nu$ is calculated by the coherent sum in eq 41. Thus, for surface hopping to match exact wavepacket dynamics, we must evaluate both the diagonal and interference terms in eq 41. The diagonal contribution is simple:

\[
\text{Prob}_{\nu}^{\text{pop}} = \frac{\sum_{nu} N_{\nu u}^{\text{tot}}}{N_{\nu u}^{\text{tot}}}
\]

Here, $N_{\nu u}^{\text{tot}}$ is the number of all independent trajectories, and $N_{\nu u}^{\text{tot}}$ is the number of the trajectories ending up asymptotically on a Floquet state with indices $nu$. In other words, if the active surface is labeled $J$, $X_{nu}^{\text{tot}} = \sum_{\nu u} N_{\nu u}^{\text{tot}}$.

For the interference term, we will make the following approximation:

\[
\text{Prob}_{\nu}^{\text{interference}} = \sum_{n} \sum_{m} \frac{\sum_{nu}^{|m|} \sum_{nu}^{|n|} \hat{\gamma}^c_{nu} (\hat{\gamma}^c_{nu})^* \exp(i(n-m)\omega t)}{N_{nu}^{\text{tot}} \times N_{nu}^{\text{tot}}}
\]

Here, $\hat{\gamma}^c_{nu}$ is the electronic amplitude on Floquet state $(nu)$ at the end of the $r$th trajectory. In eq 46, we have attempted to calculate the interference term in eq 41 by using the electronic amplitude $(\hat{\gamma}(t))$ to give us phase information about wavepackets propagating on state $J$, in keeping with the density matrix interpretation of FSSH as given in ref 35 (see section III in ref 35, which relates it to the QCLE53-58). All of the independent trajectories are propagated for a certain amount of time $t$, which is long enough for all trajectories to pass through the interaction zone.

3. SIMULATION DETAILS

In this work, for simplicity, we will focus on one-dimensional models and specifically time-periodic variants of the famous Tully model problems.\(^{10}\)

3.1. Model Problems. Tully’s simple avoided crossing model problem is modified in the diabatic representation as

\[
\begin{align*}
H^\text{el}_{00}(R) &= A[1 - \exp(-BR)], \quad R > 0 \\
H^\text{el}_{00}(R) &= -A[1 - \exp(BR)], \quad R < 0 \\
H^\text{el}(R) &= -H^\text{el}_{00}(R) \\
H^\text{el}(R, t) &= H^\text{el}_{00}(R, t) = C \exp(-D R^2) \cos \omega t \\
&= V(R) \cos \omega t
\end{align*}
\]

The parameters are the same as those in the original work, $A = 0.01$, $B = 1.6$, $C = 0.005$, and $D = 1.0$, and we will test two different $\omega$ cases, $\omega = 0.008$ and 0.012.

Tully’s dual avoided crossing model problem is modified in a similar fashion

\[
\begin{align*}
H^\text{el}_{00}(R) &= 0 \\
H^\text{el}_{00}(R) &= -A \exp(-BR^2) + E_0 \\
H^\text{el}(R, t) &= H^\text{el}_{00}(R, t) \\
&= C \exp(-D R^2) \cos \omega t \\
&= V(R) \cos \omega t
\end{align*}
\]

The parameters are $A = 0.10$, $B = 0.28$, $E_0 = 0.05$, $C = 0.015$, $D = 0.06$, and $\omega = 0.02, 0.04$.

As discussed in sections 1 and 2.2, IA-FSSH propagates trajectories along the instantaneous PESs. To better understand IA-FSSH, note that according to eqs 47 and 48, in our model problems, the number of avoided crossings remains the same and they remain at the same position, but the strength of the instantaneous diabatic coupling oscillates. Unlike IA-FSSH, however, Floquet theory is more complicated. The potential quasi-energy surfaces generated are worth further discussion. The Floquet Hamiltonian $H_F$ after Fourier transform is shown below.
As shown in Figure 1, relative to the original time-independent Tully models, F-FSSH can include many more than one avoided crossing, and light-induced trivial crossings (black circles) and avoided crossings (black crosses) are both possible. In particular, note that the original crossings in the time-independent models become a set of trivial crossings in Figure 1.

### 3.2. Exact Calculation

As a benchmark for our semi-classical calculations, we will perform exact dynamic simulations. A Gaussian wavepacket is initialized on diabat 0:

$$\Psi(R, t = 0) = \frac{1}{\sqrt{\pi \sigma^2}} \exp\left(-\frac{(R - R_0)^2}{2\sigma^2} + \frac{iP_0(R - R_0)}{\hbar}\right)$$

(49)

Here, $R_0$ and $P_0$ are the initial position and momentum, and $\sigma$ is the width of the Gaussian which is chosen to be $\sigma = 2\hbar/P_0$. The wavepacket is propagated by the propagator in eq 3 with the full, instantaneous Hamiltonian.

### 3.3. Initial Conditions

For the exact, IA-FSSH, and F-FSSH calculations, we choose $R_0 = -9.0$ which is far enough from $R = 0$ such that there is never any coupling at the initial time. The initial coordinates and momenta of all trajectories for both the IA-FSSH and F-FSSH calculations are sampled from the Wigner distribution of the Gaussian wavepacket:

$$W(R, P) = \frac{1}{\hbar} \exp\left(-\frac{(R - R_0)^2}{\sigma^2}\right) \exp\left(-\frac{(P - P_0)^2}{\hbar^2}\right)$$

For F-FSSH, Floquet theory generates a set of Floquet states with different Fourier modes from a single electronic state. Note that to the left of the coupling regime, the diabatic and adiabatic electronic states are identical. The independent combinations are possible for $\Phi_j(R)$:

$$\langle \Phi_j(R) | \Phi_i(R + t) \rangle$$

### 3.4. Truncation of $m$

In principle, the Fourier series in eq 17 should sum from $-\infty$ to $\infty$; i.e., the Floquet Hamiltonian $\hat{H}_F$ should be infinitely large, which would be impossible to diagonalize. However, as a practical matter, we can truncate highly oscillating states. In this work, for the Hamiltonian in eqs 47 and 48, all off-diagonal Hamiltonian matrix elements are of the form $V(R) \cos(ot)$, such that only $m = \pm 1$ changes are possible. To calculate the quasi-energies accurately, we find that truncation at $m = \pm 4$ is usually converged (unless otherwise noted).

### 3.5. Separation of Time Scale between Classical and Quantum Degrees of Freedom

For both F-FSSH and IA-FSSH, nuclear motion is propagated with classical time-step $d_t$ and the electronic wave function is propagated with a smaller quantum time-step $d_t_q$, which is determined by:

$$dt_q = \min\left(\frac{dt}{0.02/\max(\epsilon_k - \epsilon)}, \frac{0.02/\max[T]}{\text{nint}(dt/dt_q)}\right)$$

(50)

Here, $\max[T]$ represents the greatest element in the time-derivative coupling matrix, $\epsilon$ is the average of all quasi-energies $\{\epsilon_k\}$, and nint($x$) is the smallest integer that is greater than $x$. We check for a hop at every $dt$, time step, but there should be at most one successful hop within a single $dt$.

#### 3.6. Evaluating the Derivative Coupling $d_{jk}$

When two diabatic states of a molecule cross with each other, two scenarios are possible. First, the crossing can be meaningful with a finite diabatic coupling, leading to a finite probability of switching diabats. Second, when there is effectively no coupling between surfaces, the molecule must always remain on the same diabat as it leaves the crossing point. The nonadiabatic coupling is either undefined or, with machine error, approaches infinity. This second type of crossing has been called a trivial crossing.\textsuperscript{42,52} and often leads to numerical instabilities (requiring very small time steps). Trivial crossings are common in F-FSSH; see the circles in Figure 1.

In order to alleviate the problem of trivial crossings, an overlap matrix scheme has been proposed in refs 49 and 50. The basic idea is to calculate the time-averaged derivative coupling matrix by first calculating the overlap matrix $U_{jk}$ at different times and second evaluating the time-derivative coupling matrix $T_{jk}$, which is the logarithm of $U_{jk}$:

$$v d_{jk} = T_{jk} = \frac{1}{dt} \log[U_{jk}]$$

$$U_{jk} = \langle \Phi_j(R(t)) | \Phi_k(R(t + dt)) \rangle$$

(51)

The matrix logarithm can be stably realized by a Schur decomposition.\textsuperscript{57} Of course, for the logarithm to be real, the signs of eigenvectors $\{\Phi_i(R)\}$ must be adjusted to guarantee that the overlap matrix $U_{jk}$ is a rotation matrix.

Unfortunately, one shortcoming of the overlap approach just mentioned is the fact that choosing the signs of each adiabatic state can be nontrivial. Thus, for example, all sign combinations are possible for $U$:

$$MU = \begin{bmatrix}
\pm 1 \\
\pm 1 \\
\cdot \\
\cdot \\
\pm 1
\end{bmatrix}$$

Here, $M$ is an arbitrary diagonal matrix with $\pm 1$ along the diagonal, and there are $2^N$ possible matrices for $U$, where $N$ is the size of the matrix $U$. With this problem in mind, in a companion paper,\textsuperscript{60} we show that choosing the sign of $U$ to minimize $\|\log(MU)\|$ is a stable, practical, and accurate ansatz. We believe this should definitively solve the trivial crossing sign problem, and we will have further discussion on the more general form of this algorithm in the following work in this issue.\textsuperscript{50}
3.7. Velocity Reversal. Implementing velocity reversal after a frustrated hop is known to be crucial when calculating nonadiabatic rates (e.g., Marcus theory\(^{51}\)). Velocity reversal improves the branching ratios in the surface hopping algorithm.\(^{62}\) For the one-dimensional model problems below, we will reverse velocity if a frustrated hop between active state \(\lambda\) and target state \(\eta\) occurs and if \(v \cdot F_\eta < 0\) and \(F_\eta \cdot F_\lambda < 0\).

3.8. Obtaining the Electronic Amplitudes and Momenta for Calculating the Interference Terms in Equation 46. For the scattering calculations below, we will record the electronic amplitude of the active Floquet state and the instantaneous momentum in memory at the end of each trajectory. Afterward, one must calculate the average interference term according to eq 46. A few nuances should now be explained.

First, for FSSH, the signs of the electronic amplitudes are always defined by using the overlap matrix scheme in section 3.6. However, in principle, each trajectory can choose its own sign for the adiabatic electronic states. Thus, in order to calculate the interference term in eq 46, we must be sure that the electronic states (at the end of each dynamical trajectory) all have a consistent definition.\(^{51}\) For that purpose, we must record the sign changes along each trajectory, multiply all overlap matrices, and obtain the total overlap matrix \(U_{\text{tot}}\) from the beginning to end:

\[
U_{\text{tot}} = \prod_{t=0}^{\infty} U(t)
\]

For simplicity, we will initialize all calculations with adiabats equal to diabats and will insist that, asymptotically (at the end of the trajectory), the adiabats are still equal to the diabats. Thus, if \(U_{\text{tot}}^{\lambda \nu} = -1\) (for each column \(k\), there will only be one non-zero element \(U_{\text{tot}}^{\lambda \nu} = \pm 1\)), we will change the sign of \(\tilde{c}_k\) at the end of the trajectory.

Second, asymptotically, far away from the crossings, each Floquet state corresponds to a single diabatic electronic state \(|\nu\rangle\), so when evaluating eq 46, for the probability to occupy diabatic state \(|\nu\rangle\), we sum over only those trajectories ending with an active Floquet state corresponding to electronic state \(|\nu\rangle\).

Third, for the two electronic amplitudes (\(\tilde{c}_{\nu m}\) and \(\tilde{c}_{\nu n}\)) in eq 46, note that these sets correspond to trajectories ending on states with different Fourier indices \(m\) and \(n\) but the same \(\nu\): we average over all combinations of trajectories ending on different \(mv\) and \(nv\). We never average amplitudes over different trajectories ending up on the same \((mv)\) state: for these matrix elements, we use only the active surface to estimate populations in a fashion consistent with the density matrix interpretation of surface hopping trajectories (method #3 in ref \(^{35}\)).

3.9. Normalization. If we sum the probabilities to occupy all diabatic states \(j\), we should ideally recover unity. However, in practice, when we use F-FSSH, we find a problem. On the one hand, the diagonal contribution in eq 44 is 1. On the other hand, the contributions from the interference terms in eq 46 may not be equal and opposite with each other, which results in incomplete cancellation; i.e., \(\sum_j \text{Prob}^\text{interference} \neq 0\). Beyond
fixing up this coherence problem with F-FSSH, there is no simple solution to this problem, and we will simply renormalize our probability results. In most cases below, the total probability is not far from 1 (<5%).

4. RESULTS

We now present IA-FSSH, F-FSSH, and exact results for the modified Tully model problems presented above.

4.1. Modified Simple Avoided Crossing Problem.

4.1.1. IA-FSSH versus Exact. The transmission probability results for IA-FSSH are shown in Figure 2a,b. The exact results increase smoothly as momentum gets larger in both \( \omega \) cases (\( \omega = 0.008 \) and 0.012). IA-FSSH accurately predicts the results for high momentum, where reflection, energy conservation, and velocity rescaling should not be important. However, for low momentum, the results from IA-FSSH deviate from the exact results.

To test whether the energy absorption/emission is correctly predicted, we calculated the final average momentum. As shown in Figure 2g,h, the exact results show a kink at \( P_0 = 9 \). This kink comes from the fact that as the initial momentum increases, the wavepacket has just enough energy to move along diabat \( |0 \rangle \). This effect cannot be recovered by IA-FSSH, which predicts that the transmitted momentum increases steadily as the initial momentum grows.

Next, as shown in Figure 3, according to exact dynamics, the time-dependent model problem yields a new reflection channel through diabatic state \( |1 \rangle \), in comparison to the original, time-independent model. Unfortunately, IA-FSSH can barely predict such a peak, even though the final momentum can be predicted approximately. Obviously, the performance of IA-FSSH is mixed with respect to modified Tully model problem #1.

4.1.2. F-FSSH versus Exact. Let us now discuss the performance of F-FSSH. The two possible approximations (eqs 44 and 46) for the two \( \omega \) cases are shown in Figure 2c–f. The first approximation (eq 44), labeled as “F-FSSH pop”, accurately predicts the results at the lower momentum regime but cannot predict the oscillations at the high momentum regime, as shown in Figure 2c,d. The second approximation (eq 46), labeled as “F-FSSH inter”, as shown in Figure 2e,f, can predict the exact transmission probabilities for all regimes. With regard to the final momentum, note that, unlike IA-FSSH, F-FSSH does recover the correct kink in Figure 2g,h.

As for the new reflection channel, as shown in Figure 3c–f, F-FSSH can recover some reflection approximately in the case of \( \omega = 0.012 \), but not in the case of \( \omega = 0.008 \). In the case of \( \omega = 0.008 \), the reflected final average momentum can barely be predicted by F-FSSH, but the results are predicted qualitatively in the case of \( \omega = 0.012 \).

4.2. Modified Dual Avoided Crossing Problem.

4.2.1. IA-FSSH versus Exact. For the second modified Tully model problem, as shown in Figure 4a,b, in the case of \( \omega = 0.02 \), the exact results oscillate strongly while, in the case of \( \omega = 0.04 \), the exact results are almost flat. Here, we find an interesting nuance: for large frequencies of incoming light, many features of the potential energy surface become washed away and flat scattering probabilities arise. That being said, IA-FSSH can predict the exact results only in the high momentum regime; however, in the low momentum regime, IA-FSSH can only approximately predict the transmission probability. As far as the final average momentum is concerned, IA-FSSH again cannot predict the kink as shown in Figure 4g,h. As far as the reflection channel on diabatic state \( |1 \rangle \) is concerned, IA-FSSH can hardly predict the peak from the exact results, as shown in Figures 5a,b. From our perspective,
the fact that IA-FSSH can recover reasonable electronic populations at large velocities—but the accuracy deteriorates at low velocities—highlights both the benefits and limitations of not imposing energy conservation/rescaling. Although not shown, we note that if we do rescale IA-FSSH velocities so as to impose energy conservation artificially, the electronic scattering populations look far worse.

4.2.2. F-FSSH versus Exact. Even though multiple crossings are possible, F-FSSH is again arguably more accurate than IA-FSSH for this model problem. While the first approximation (eq 44) is less accurate than IA-FSSH, the second approximation (eq 46) yields results that are just about as good as IA-FSSH with regard to transmission probability. Moreover, in Figure 4g,h, the final average momentum and the kinks as predicted by F-FSSH are in close agreement with the exact results. Finally, for the reflection channel, as shown in Figure 5c–f, the F-FSSH formalism gives a pretty good estimate of the reflection probabilities (and the final average momenta are qualitatively correct)—unlike IA-FSSH.

Obviously, by reducing a time-dependent problem to a time-independent nonadiabatic problem, where standard FSSH applies and energy conservation can be enforced, F-FSSH becomes far more accurate than IA-FSSH.

5. DISCUSSION: CONVERGENCE TO TIME-INDEPENDENT SIMPLE AVOIDED CROSSING RESULTS

While the results above strongly suggests that F-FSSH is promising (especially in the reasonably low momentum regime) for modeling nonadiabatic dynamics under illumination, one key point that has not yet been addressed is the $\omega \to 0$ limit. As the frequency $\omega$ in eq 47 and eq 48 approaches zero, all of our modified model Hamiltonians become the original, time-independent Tully model Hamiltonians and one must wonder: Will F-FSSH reduce to standard FSSH (as IA-FSSH is guaranteed to do)? The answer is not clear because although Floquet states will approach one another, they will always remain separate, each with their own individual dynamics. In this limit, there will be many Floquet states involved and the role of interference term is likely to grow. Does F-FSSH agree with FSSH here?

To test this limit, we have run simulations. As shown in Figure 6a, at high momentum ($P_0 > 10$), where there are only two transmission channels, the F-FSSH algorithm does reduce to time-independent results if we include the interference term. At low momentum, however, the interference term becomes highly oscillatory and F-FSSH no longer matches FSSH. As also shown in Figure 6b, the interference term is unstable and F-FSSH cannot predict the reflection probability on the reflection channel along $|0\rangle$.

Notably, renormalizing all...
populations to add up to 1 can now (apparently) make things worse. As mentioned above, the coherence problem is not simple, since we must evaluate the coherence between Floquet states generated from the same electronic state and along which the forces are exactly the same, so that previous work on decoherence with surface hopping is not obviously relevant. A new understanding of coherence and decoherence in the content of F-FSSH will be necessary, and it would appear fruitful at this time to turn to the QCLE guidance, or perhaps exact factorization.

In the meantime, how are we to run F-FSSH dynamics if \(\omega\) changes and goes from finite to zero? In Schmidt et al.’s original F-FSSH work, when dealing with light pulse, the authors switched between standard, adiabatic Born–Oppenheimer states and adiabatic Floquet states for time intervals without or with light pulses. In this slightly modified version of the F-FSSH formalism, there was no additional cost for switching back and forth between algorithms since one can always change the couplings in the Floquet Hamiltonian when the light pulse approaches. For now, if \(\omega\) ever vanishes, we believe this combination of F-FSSH and FSSH is optimal. In particular, when \(V \leq \hbar \omega\), we suggest running F-FSSH and switching to standard FSSH when \(V \gg \hbar \omega\). More generally, however, the question remains about what to do when the instantaneous frequency \(\omega\) depends on time. For this scenario, our instinct is to follow the prescription in ref 41—whereby...
hops can occur based on $\frac{d\mathbf{R}}{dt}$ (just like normal FSSH allows for hops proportional to $\frac{d\mathbf{R}}{dt}$, where $\mathbf{R}$ is some nuclear coordinate). Alternatively, if we have a situation with two or more frequencies, we can simply use a many-mode Floquet expansion.

6. CONCLUSIONS

In conclusion, we have compared two surface hopping formalisms for extending FSSH into time-dependent regimes. For our model problems, neither transmission probabilities nor reflection probabilities can be completely recovered by IA-FSSH; this formalism can yield nearly exact results at high momentum regime, but less accurate results are predicted by IA-FSSH in the low momentum regime. While we believe this failure cannot be resolved within the current implementation of IA-FSSH, it would be interesting to reexamine these results using a QCLE-based surface hopping method. By contrast, F-FSSH appears to be reasonably accurate for both low and high momenta (though sometimes not quite as good as IA-FSSH for electronic populations at very large high momenta).

With regard to nuclear observables, F-FSSH can yield a good estimate of the resulting momentum in each channel of reflection and transmission, as compared to the exact results. The kink in the middle momentum regime in Figure 2g,h and Figure 4g,h represents the situation in which the transmission channel along diabatic $\ket{0}$ is dressed with 0 phonon (see Figure 1a, the top red state) and the channel along diabatic state (1) dressed with 2 photons (see Figure 1a, the top blue state) start to participate, and this transmission can be recovered by F-FSSH while the IA-FSSH washes out this effect. Obviously, the ability to impose energy conservation is a big plus for F-FSSH over IA-FSSH when it comes to nuclear observables or other results in the low energy regime. We remind the reader that, in the present contribution, we have not rescaled any IA-FSSH velocities so that there is no notion of any form of energy conservation in the present IA-FSSH results; although not shown, including velocity rescaling appears to make IA-FSSH worse. Future work on the instantaneous adiabatic approach will no doubt need to worry about this problem of energy conservation, e.g., it may well lead to a breakdown of detailed balance.70,71

As far as the model problem studied in this work (eqs 47 and 48), we must note that our results for the time-dependent versions of Tully’s model problem do depend on where the trajectories start $\mathbf{R}(t = 0)$. In Figures 2–5, we initialized all trajectories to start at $\mathbf{R} = -9.0$ at time 0. Obviously, because the diabatic coupling is time-dependent, the outcome of a scattering event will depend critically on when a trajectory reaches the effective coupling region or, equivalently, the initial phase of the time-dependent diabatic coupling. In eqs 47 and 48, we choose $\cos(\omega t)$ at the initial position so as to obtain a real Floquet Hamiltonian, yet different results will be obtained with different phases for the diabatic coupling, e.g., $\cos(\omega t + \zeta)$. Such results will be presented and discussed in the following paper in this issue. For real life experiments, unless one can lock in a relationship between the initial phase of the diabatic coupling and the initial position of an initial wavepacket, one would need to average over all initial phases $\zeta$ (or several initial positions), and presumably, the averaged results would be identical to the blue dashed line labeled as F-FSSH pop. Thus, the question of whether or not we can observe the oscillations in transmission (as predicted in Figures 2–5) remains open.

Lastly concerning the case $\omega \to 0$, F-FSSH cannot always guarantee real electronic amplitudes $\tilde{c}_{\omega}$ for calculating the interference term in eq 46, as shown in the $\omega = 0.00001$ case, especially when the intensity of the coupling is strong or the frequency is low enough to get more Floquet states involved. We conclude that the regime in which F-FSSH breaks down is when both the coupling strength $V$ and the kinetic energy of the nuclei $T$ are much greater than the energy $\hbar\omega$ of the light. In such a case, for now, we believe the prescription of ref 41 is good enough: run F-FSSH when $V \leq \hbar\omega$ and switch to standard FSSH when $V \gg \hbar\omega$.

In the end, F-FSSH clearly has promise for propagating dynamics with time-dependent couplings. The algorithm is stable, efficient, and easily incorporated to deal with complicated problems involving light–matter interaction, especially at reasonably low intensity. In our calculations, the cost of F-FSSH is roughly six times the cost of IA-FSSH. Furthermore, we believe many improvements are possible in the future, with regard to coherence and decoherence. Assuming the algorithm can be extended easily and accurately to the case of non-CW external fields (as in ref 41), we expect F-FSSH to be the focus of much attention in the years to come.
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